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SYSTEM AND METHOD FOR ENABLING A
VEHICULAR ACCESS NETWORK IN A
VEHICULAR ENVIRONMENT

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a continuation and claims the benefit of
priority under 35 U.S.C. §120 of U.S. application Ser. No.
13/118,024, filed May 27, 2011, entitled “SYSTEM AND
METHOD FOR ENABLING A VEHICULAR ACCESS
NETWORK IN A VEHICULAR ENVIRONMENT,” Inven-
tors Sateesh K. Addepalli, et al., which claims the benefit of
priority under 35 U.S.C. §119(e) of U.S. Provisional Appli-
cation Ser. No. 61/433,138, filed Jan. 14, 2011, by Sateesh K.
Addepalli, et al., entitled “SYSTEM, METHOD, AND PRO-
CESSES ASSOCIATED WITH CONNECTED
VEHICLES,” which are hereby incorporated by reference in
their entirety.

TECHNICAL FIELD

This disclosure relates in general to the field of electronic
communications and, more particularly, to enabling a vehicu-
lar access network in a vehicular environment.

BACKGROUND

Networking architectures have grown increasingly com-
plex and, further, have been designed for use in a wide variety
of communications environments. Demand continues to rise
among the subscriber base of end users, particularly so for
network access across diverse network environments. In par-
ticular, configuring suitable network architectures for vehicu-
lar environments (e.g., automobiles, airplanes, trains, boats,
etc.) presents unique difficulties. Vehicles can be mobile
across a large geographical area, can travel at variable speeds,
can have internal networks related to the vehicle itself, and
can include more than one end user at a time. Providing the
ability to conduct transactions in vehicular network environ-
ments in an optimized manner and enabling a vehicular
access network in vehicular network environment present
significant challenges to system designers, automobile manu-
facturers and the like.

BRIEF DESCRIPTION OF THE DRAWINGS

To provide a more complete understanding of the present
disclosure and features and advantages thereof, reference is
made to the following description, taken in conjunction with
the accompanying FIGS., wherein like reference numerals
represent like parts, in which:

FIG. 1 is a simplified diagram of one embodiment of a
communication system in accordance with the present dis-
closure;

FIG. 2 is a simplified block diagram of an embodiment of
a vehicular access network in accordance with the present
disclosure;

FIG. 3A is a simplified block diagram of an embodiment of
a vehicular access network in accordance with the present
disclosure;

FIG. 3B is a simplified block diagram illustrating potential
details that may be associated with an on-board unit (OBU) in
a vehicular access network in accordance with the present
disclosure;

FIG. 4 is a simplified diagram of a radio access tree (RAT)
according to embodiments of the present disclosure;
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2

FIG. 5 is a simplified block diagram showing an example
operation of a vehicular access network according to an
embodiment of the present disclosure;

FIGS. 6A and 6B are simplified block diagrams showing
potential principles of operation associated with a RAT in
accordance with embodiments of the present disclosure;

FIG. 7 is a simplified block diagram showing a potential
principle of operation associated with a RAT in accordance
with embodiments of the present disclosure;

FIG. 8 is a simplified block diagram showing a potential
principle of operation associated with a RAT in accordance
with embodiments of the present disclosure;

FIG. 9 is a graph of normalized RAT capacity over cluster
cells associated with a RAT in accordance with embodiments
of the present disclosure;

FIG. 10 is a simplified block diagram showing a potential
principle of operation associated with a RAT in accordance
with embodiments of the present disclosure;

FIG. 11 shows a graph illustrating RAT capacity over dis-
tance from an infrastructure access point (IAP), according to
embodiments of the present disclosure;

FIGS. 12A through 12D show graphs illustrating RAT
capacity over distance from an IAP for various example appli-
cations, according to embodiments of the present disclosure;

FIG. 13 is a flow-chart illustrating example operational
steps associated with a method for power control in accor-
dance with the present disclosure;

FIGS. 14A and 14B show graphs of transmitted power over
iteration numbers associated with exemplary methods in
accordance with the present disclosure;

FIGS. 15A and 15B show graphs of Signal to Interference-
plus-Noise Ratio (SINR) over iteration numbers associated
with exemplary methods in accordance with the present dis-
closure;

FIG. 16 is a flow-chart illustrating example operational
steps associated with a method for power control in accor-
dance with the present disclosure;

FIGS. 17A and 17B show graphs of transmitted power over
iteration numbers associated with exemplary methods in
accordance with the present disclosure;

FIGS. 18A and 18B show graphs of SINR over iteration
numbers associated with exemplary methods in accordance
with the present disclosure;

FIG. 19 is a simplified flow-chart illustrating example
operational steps associated with a method for operating a
vehicular access network in accordance with the present dis-
closure;

FIGS. 20A and 20B are simplified block diagrams illus-
trating highway and urban areas, respectively, in accordance
with the present disclosure;

FIGS. 21A through 21C are simplified block diagrams
showing potential principles of operation of embodiments of
the VAN in accordance with the present disclosure;

FIG. 22 is a simplified block diagram showing an example
cellular access in the VAN in accordance with embodiments
the present disclosure;

FIG. 23 is a simplified block diagram illustrating a poten-
tial principle of operation associated with embodiments of the
present disclosure;

FIG. 24 is a simplified block diagram illustrating a poten-
tial principle of operation associated with embodiments of the
present disclosure;

FIG. 25 is a simplified block diagram illustrating example
mobility events associated with embodiments of the present
disclosure;
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FIG. 26 is a simplified block diagram showing an example
road-side access in the VAN in accordance with embodiments
of the present disclosure;

FIG. 27 is a simplified block diagram illustrating a poten-
tial principle of operation associated with embodiments of the
present disclosure;

FIG. 28 is a simplified block diagram illustrating a poten-
tial principle of operation associated with embodiments of the
present disclosure;

FIG. 29 is a simplified block diagram illustrating example
mobility events associated with embodiments of the present
disclosure;

FIGS. 30A and 30B are simplified block diagrams illus-
trating potential principles of operation associated with
embodiments of the present disclosure;

FIG. 31 is a simplified block diagram illustrating a poten-
tial principle of operation associated with embodiments of the
present disclosure;

FIG. 32 is a graph showing normalized RAT capacity over
delay tolerance in accordance with embodiments of the
present disclosure;

FIG. 33 is a histogram of access capacity in cells in an
example RAT in accordance with embodiments of the present
disclosure;

FIG. 34 is a graph of capacity over distance from IAP foran
example RAT in accordance with the present disclosure; and

FIG. 35 is a graph illustrating temporal evolution of SINR
of mobile cell gateways in an example RAT in accordance
with embodiments of the present disclosure.

DETAILED DESCRIPTION OF EXAMPLE
EMBODIMENTS

Overview

A method includes joining a vehicular access network
(VAN) comprising cooperative communication between a
plurality of on-board units (OBU) in respective vehicles,
scanning the VAN to pick up a coverage of at least one
infrastructure access point (IAP), which operates on a control
channel in a radio access tree (RAT) comprising a plurality of
cells, listening to a channel allocation information from the
IAP that includes a request for a mobile cell gateway (MCG)
at a nominal location in the RAT, and sending a candidacy
message to the at least one AP to become an MCG. Certain
embodiments include establishing the VAN on a highway,
and in urban areas, aggregating traffic in a cell and transmit-
ting traffic to the IAP via the MCG, operating an IAP on an
OBU, operating an IAP on a roadside unit (RSU) and other
features.
Example Embodiments

Turning to FIG. 1, FIG. 1 is a simplified block diagram of
a communication system 10 for enabling mobile wireless
service from a vehicle in a vehicular network environment.
The example architecture of FIG. 1 includes an end user
(driver) 2 operating a vehicle 4 that includes an on-board unit
(OBU) 30. In this particular example, OBU 30 includes pro-
cessing elements 21, which include a computing processor 22
and a routing processor 23. OBU 30 also includes a memory
element 24, network interfaces 26, a user interface 27, and a
display 28. OBU 30 can be suitably coupled to a plurality of
machine devices (e.g., sensors 14a-c, a plurality of controls
(e.g., electronic control units (ECUs)) 16a-c, and a plurality
of actuators, such as actuator 13). In one example embodi-
ment, sensors 14a-b and controls 16a-b may be part of an
automotive diagnostic system, indicated by vehicle diagnos-
tics 19, which may also be suitably integrated with OBU 30.
OBU 30 may also be suitably coupled to various in-vehicle
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mobile devices 18a-b at any given time within vehicle 4. OBU
30 may also include capabilities associated with navigation
system 17 (e.g., a global positioning system (GPS)).

Elements of FIG. 1 may be coupled to one another through
one or more interfaces (e.g., network interfaces 26) employ-
ing any suitable connection (wired or wireless), which pro-
vides a viable pathway for electronic communications. Addi-
tionally, any one or more of these elements may be combined
or removed from the architecture based on particular configu-
ration needs. Communication system 10 may include a con-
figuration capable of transmission control protocol/Internet
protocol (TCP/IP) communications for the electronic trans-
mission or reception of packets in a network. Communication
system 10 may also operate in conjunction with a user data-
gram protocol/IP (UDP/IP) or any other suitable protocol,
where appropriate and based on particular needs. In addition,
communication system 10 may also include a configuration
capable of accommodating legacy bus subsystems that may
be employed to convey information across the myriad of
machine devices (e.g., sensors 14a-c, controls 16a-c, actuator
13) in vehicle 4.

FIG. 1 also includes networks 40, representing various
types of connectivity to vehicle 4 (e.g., via antenna 29). Each
established network of networks 40 has a logical coupling to
remote nodes, or other external electronic devices, which may
include transaction systems 50, authorized entities 98, and
other vehicles 59. A node may be any electronic device (e.g.,
machine device or a mobile device), network element, client,
server, peer, service, application, or other object capable of
sending, receiving, or forwarding information over commu-
nications channels in a network. A remote node may be any
node located externally to a particular vehicle, such as vehicle
4. Examples of remote nodes include user devices, optical
devices, mobile devices, electronic devices in networked sys-
tems (e.g., server in a datacenter, user device in a local area
network (LAN), etc.), OBUs of other vehicles, and road-side
user devices.

Embodiments of communication system 10 may enable
communication with remote nodes via wireless interfaces.
For example, OBU 30 may connect to networks 40 and to
remote nodes, for example, other vehicles 59, through wire-
less links such as High Speed Packet Access (HSPA), 3G,
Global System for Mobile Communication (GSM), WiFi,
WiMax, Ultra Wide Band (UWB), Bluetooth, Long Term
Evolution-Advanced (LTE-A), and any other wireless tech-
nology developed in the future. In one embodiment, OBU 30
may be adapted to facilitate wireless communication as a
“WiFi hotspot” between other vehicles 59 that may be
equipped with similar OBUs.

Embodiments of communication system 10 may enable
OBU 30 to leverage Dedicated Short Range Communication
(DSRC) possibly for signaling purposes among mobile nodes
that cooperatively self-configure as a network. For example,
vehicles manufactured by a vehicle manufacturer and
equipped with OBU 30 may self-organize as an ad hoc mobile
network, with ability to communicate with each other. The
vehicle manufacturer may take advantage of this system to
offer services as a mobile wireless service provider (MWSP).
A self-organizing mechanism in OBU 30 may permit it to
dynamically configure a vehicular mesh network (VMN)
connecting vehicle 4 with other vehicles 59. OBU 30 may
permit a mobility scheme (e.g., Locator/Identifier Separation
Protocol (LISP) or mobile Internet Protocol (IP)) that sup-
ports connectivity as vehicles move relative to each other. The
MWSP can configure the VMN to allow mechanisms that
permit connections across different scenarios, including
urban and highway situations under widely different car den-
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sities. Such mechanisms may include admission and power
control, interference management, node cooperation possibly
using network coding techniques, and satellite support for
remote areas.

Embodiments of communication system 10 may enable
vehicle 4 to register a hotspot/femtocell to a network via a
remote or virtual Subscriber Identity Module (SIM). For
example, OBU 30 may register an identity number associat-
ing it with the remote or virtual SIM. One example embodi-
ment of using virtual SIMs (VSIMs) is included in U.S.
Provisional Application Ser. No. 61/433,138, filed Jan. 14,
2011, by Addepalli et al., which was previously incorporated
by reference herein in its entirety. Networks 40 may encom-
pass access points (AP) to Internet clouds. APs may include
roadside infrastructure devices and wireless APs. In one
embodiment, a MWSP may partner with an established ser-
vice provider (SP), (e.g., AT&T, Verizon, etc.) to gain access
to the SP’s infrastructure. In another embodiment, the MWSP
may also develop its own access infrastructure, possibly
leveraging roadside infrastructure devices.

Embodiments of communication system 10 may also
leverage a combination of femtocell and Mobile Ad-hoc Net-
works (MANET) concepts to penetrate into homes, malls and
public places. A femtocell is a small cellular base station that
generally permits service providers to extend wireless service
coverage indoors, especially where access could otherwise be
limited or unavailable. The femtocell can connect to the ser-
vice provider’s network via broadband technologies (e.g.,
General Packet Radio Service (GPRS), 3G, Incremental
Packet Writing (IPW), etc.). A coverage area of the femtocell
may be in the order of approximately 10-50 meters. In an
example embodiment, parked vehicles, such as vehicle 4,
may act as a femtocell, and extend their reach through an ad
hoc VMN configured with communication devices, for
example, smart phones carried by end users.

Embodiments of communication system 10 may rely on
location information on all network nodes and a structured
channel reuse scheme to provide a minimum Signal to Inter-
ference-plus-Noise Ratio (SINR) on all communications in
communication system 10. Such a scheme can reduce a num-
ber of hops, leading to high throughput density (e.g., up to 85
Mbps/km) deploying one roadside infrastructure device or
roadside unit (RSU) per kilometer. Communication system
10 may take advantage of wireless capabilities built into OBU
30 to support a rich portfolio of services efficiently. For
example, embodiments of communication system 10 may be
used to provide good quality video streaming and video con-
ferencing to multiple occupants in vehicle 4.

Certain terminologies are used with regard to the various
embodiments of the present disclosure. The term ‘road-side’
as used herein is intended to mean outside of a vehicle and
may or may not be physically located by a road. In addition,
‘user device’ as used herein is intended to include mobile
devices, personal computers, electronic devices, and any
other device, component, element, or object operable by a
user and capable of initiating voice, audio, video, media, or
data exchanges within communication system 10. The terms
‘road-side infrastructure device’ as used herein includes a
base station, access point, satellite, and any device capable of
establishing a network connection for exchanging packets
between a user device or OBU and other networks such as the
Internet. As used herein, the term ‘machine device’ is meant to
encompass sensors, actuators, vehicle controllers including
ECUs, instruments, embedded devices, media devices, info-
tainment systems, vehicle navigation systems, displays, other
peripheral or auxiliary devices or components, etc. Machine
devices may be physically distributed across the vehicle in a
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vehicle subsystem, consolidated in any way, provisioned in
proprietary configurations, or otherwise configured based on
particular networking, vehicle, and/or end user needs. The
term ‘in-vehicle device’ as used herein, encompasses
machine devices and user devices located inside a vehicle.
The term ‘link’ as used herein, encompasses a physical or
logical communications channel that connects two or more
communicating devices. The term ‘channel” as used herein,
encompasses a physical transmission medium, such as a wire,
or a logical transmission medium, such as a radio channel.
The term ‘path’ as used herein encompasses links and nodes
connecting two end nodes in a network. An end node as used
herein, encompasses nodes that originate data packets in a
network flow, and nodes that are the final destination of the
data packets in the network flow. Other terminologies are
defined throughout the Specification.

For purposes of illustrating certain example techniques of
communication system 10, it is important to understand the
communications that may be traversing the network. The
following foundational information may be viewed as a basis
from which the present disclosure may be properly explained.
Such information is offered earnestly for purposes of expla-
nation only and, accordingly, should not be construed in any
way to limit the broad scope of the present disclosure and its
potential applications.

Many useful, but disparate, networks may exist in today’s
vehicles (e.g., automobiles, airplanes, trains, boats, etc.). For
example, with appropriate external network access (e.g., to
Internet Protocol (IP) infrastructure), data from machine
devices in a vehicle could be used to provide dynamic, real-
time vehicle diagnostics from associated sensors, actuators,
and vehicle controllers to a manufacturer of the vehicle or to
any other authorized entity. External networks may be
accessed from a vehicle by certain electronic devices when a
communication link is available. An ‘external network’ as
used herein is intended to encompass a network that is exter-
nal to a vehicle, where the network is a collection of nodes
interconnected by communicative channels that facilitate
electronic communications therebetween.

Mobile devices such as, for example, mobile phones, smart
mobile phones/devices, e-book readers, tablets, laptops/net
books, portable navigation systems, multimedia devices,
other handheld devices, etc. may be used within a vehicle to
wirelessly access an external network, for making a cellular
phone call, accessing the Internet via a mobile network opera-
tor, and accessing the Internet via a WiFi connection to a
road-side access point. A vehicle router in a vehicle may also
be used to access a roadside infrastructure device within
range of the vehicle. However, external network access from
mobile devices and vehicle routers is dependent upon the
particular wireless interfaces being within a wireless range of
corresponding mobile or wireless network infrastructures. If
the particular corresponding roadside infrastructure devices
are not within a wireless range, or if the vehicle carrying the
mobile devices and vehicle routers moves outside of the wire-
less range, then external network communication can be lost.

Some form of consistent and reliable wireless communi-
cation is needed to achieve external network connectivity
from a vehicle. Wireless technologies are continually evolv-
ing to better enable electronic devices with appropriate wire-
less interfaces to access various networks and other electronic
devices. For example third generation (3G), fourth generation
(4G), and 3GPP long term evolution (LTE) wireless tele-
phone technologies, worldwide interoperability for micro-
wave access (WiMax), WiFi, and DSRC are some of the
numerous wireless technologies currently available with the
appropriate interfaces and network infrastructure to support
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the technology. Communications protocols and infrastructure
for vehicular networking (e.g., IEEE 802.11p standard for
physical and Multiple Access Channel (MAC) layers, and
1609.x family of standards describing higher layers of
vehicular Dedicated Short-range Communications (DSRC))
are being rapidly developed. Moreover, CALM (Continuous
Air Interface for Long and Medium Distance) allows an open
architecture for intercommunication through multiple radio
technologies, including 802.11, 802.11p, 802.15, 802.16e,
802.20 and cellular 2G/3G/4G. Inclusion of a vehicle-to-
vehicle (V2V) and vehicle-to-infrastructure (V2I) capable
communications platform in a vehicle, coupled with infra-
structure access points (IAP), may provide a powerful infra-
structure for wireless access.

Although numerous wireless technologies exist, the
mobile nature of vehicles obfuscates continuous wireless
connectivity from a vehicle to an external network. Vehicles
travel at various speeds and their travel can span extensive
geographical distances. Disturbances (e.g., topographical
changes, physical structures, weather, geographical distance
from a network access point or cellular tower, etc.) may cause
interference and reception difficulties for a particular wireless
technology being used. Consequently, an electronic device,
such as a mobile device, in a moving vehicle often vacillates
between having wireless connectivity and losing wireless
connectivity. Even if another wireless communication link is
available when wireless connectivity to an external network is
lost due to the movement of a vehicle, the other available
wireless link may be inaccessible to the particular electronic
device without an appropriate wireless interface and network
configuration to latch onto the available wireless link. More-
over, switching to a new wireless interface may involve
repeatedly breaking a current session and reestablishing
another session on the new wireless interface. Such disrup-
tions can be frustrating for the end user, thereby diminishing
the end user’s reliance on and use of network connectivity
while traveling in the vehicle.

Moreover, network access from a vehicle depends upon
wireless access provided by service providers. Services such
as Google® Voice may open up the mobile operator market to
owners of telecom infrastructure other than service providers.
Nevertheless, service provision by wireless operators can
entail high investments, mainly for extensive infrastructure
deployment spectrum licenses. Moreover, with advance-
ments in smartphone technologies, ever-increasing data traf-
fic may put significant stress on traditional wireless network
infrastructure. The volume of mobile data traffic is expected
to double every year until 2014. Therefore, wireless access
provided by service providers may be subject to high costs,
congestion, unreliability, and incompatibility.

Atthe same time, vehicle manufacturing is potentially at an
inflexion point as a result of a confluence of converging
forces. Mounting pressure to dramatically reduce polluting
emissions may be leading to a redesign/replacement of cen-
turies-old combustion engines by hybrids/electric/hydrogen
solutions. Computer and networking technologies may be
concurrently taking over roles formerly performed by
mechanical and fluid controllers, and also creating transfor-
mative elements and services to a connected vehicle (CV). A
plethora of technologies under an umbrella of Telematics,
Infotainment, Collision Prevention, and Mobility may poten-
tially enhance driving and traveling experience, reduce/elimi-
nate collisions, improve efficiency, facilitate diagnosis, and
support drivers and passengers during medical emergencies.
However, vehicle manufacturers may be dependent on ser-
vice providers for wireless connection to CVs. For example,
vehicle manufacturers may have to enter into service agree-
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ments with SPs or buy service in bulk from SPs to provide
networking capabilities to end consumers.

Demand for wireless services from user devices and
machine devices are expected to increase over time. To meet
such demand, mechanisms for providing wireless service that
are capable of offloading traffic from a cellular network in
high demand areas may be implemented. For example, in-
home femtocells may be deployed in homes to provide a low
cost cellular service to indoor users. A vehicular network may
be viewed as a parallel, complementary effort to provide
and/or enhance wireless service to users on roads, streets, and
surrounding areas. Such a vehicular network may be designed
using networking protocols that can handle a high degree of
mobility in a self-organized way. Several approaches to
handle high mobility are known in the art, but such methods
may use centralized knowledge of information such as traffic
demand and channel states. A system for enabling mobile
wireless service from a vehicle in a vehicular network envi-
ronment, outlined by FIG. 1, can resolve many of these issues.

Note that in this Specification, references to various fea-
tures (e.g., elements, structures, modules, components, steps,
operations, characteristics, etc.) included in “one embodi-
ment”, “example embodiment”; “an embodiment”, “another
embodiment”, ‘“some embodiments”, ‘“various embodi-
ments”, “other embodiments”, “alternative embodiment”,
and the like are intended to mean that any such features are
included in one or more embodiments of the present disclo-
sure, but may or may not necessarily be combined in the same
embodiments. Furthermore, the words “optimize,” “optimi-
zation,” and related terms are terms of art that refer to
improvements in speed and/or efficiency of a specified out-
come and do not purport to indicate that a process for achiev-
ing the specified outcome has achieved, or is capable of
achieving, an “optimal” or perfectly speedy/perfectly effi-
cient state.

Turning to the infrastructure of FIG. 1, end user 2 can be
associated with a human agent (e.g., a driver or passenger).
End user 2 may initiate communication in communication
system 10 via some network, and such communication may
be initiated through any suitable device, inclusive of an in-
vehicle mobile device 18a or 185, display 28, and a naviga-
tion system (not shown), which could be integrated with
infotainment system 15. Mobile devices, such as in-vehicle
mobile devices 18a-b, are inclusive of mobile phones, smart
mobile phones (smartphones), e-book readers, tablets, iPads,
personal digital assistants (PDAs), laptops or electronic note-
books, portable navigation systems, multimedia gadgets
(e.g., cameras, video and/or audio players, etc.), gaming sys-
tems, other handheld electronic devices, and any other device,
component, element, or object capable of initiating voice,
audio, video, media, or data exchanges within communica-
tion system 10. Data, as used herein in this specification,
refers to any type of numeric, voice, video, or script data, or
any type of source or object code, or any other suitable infor-
mation in any appropriate format that may be communicated
from one point to another in electronic devices and/or net-
works.

In-vehicle mobile devices 18a-b, and mobile devices exter-
nal to vehicle 4, may communicate with OBU 30 of commu-
nication system 10 through any suitable wireless or wired
communication link and may be configured as a personal area
network (PAN) or a wireless personal area network (WPAN)
or any other appropriate networking architecture or system
that facilitates communications in a network environment.
Wired and wireless communication links may be inclusive of
any electronic link such as wireless technologies (e.g., Blue-
tooth, Zigbee, IEEE 802.11x, WiFi Direct, 60 GHz, ultraw-
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ideband (UWB), etc.), a USB cable, an HDMI cable, etc.
Connection between mobile devices and OBU 30 may be
configured based on particular needs and logistics. In one
example, an external mobile device may be connected to
OBU 30 through a USB cable or wireless network when, for
example, the external mobile device is a diagnostic tool used
by a mechanic for servicing vehicle 4.

Networks 40 represent external networks, which can be a
series of points or nodes of interconnected communication
paths for receiving and transmitting packets of information
that propagate through communication system 10. Networks
40 offer communicative interfaces between any of the com-
ponents of FIG. 1 and remote nodes and other electronic
devices of transaction systems 50, authorized entities 98, and
other vehicles 59. Networks 40 could be any local area net-
work (LAN), wireless local area network (WL AN), wide area
network (WAN), wireless wide area network (WWAN), met-
ropolitan area network (MAN), wireless metropolitan area
network (WMAN), wireless single hop or multi-hop vehicle-
to-vehicle network, virtual private network (VPN), Intranet,
Extranet, or any other appropriate architecture or system that
facilitates communications in a network environment. Net-
works 40 may include any suitable communication link to
OBU 30 such as wireless technologies (e.g., IEEE 802.11,
802.16, WiFi, Bluetooth, WiMax, DSRC, etc.), satellite, cel-
Iular technologies (e.g., 3G, 4G, etc.), etc., or any combina-
tion thereof. Networks 40 may also include configurations
capable of transmission control protocol/Internet protocol
(TCP/IP) communications, user datagram protocol/IP (UDP/
IP), or any other suitable protocol, where appropriate and
based on particular needs.

Embodiments of OBU 30 may include one or more distinct
interfaces, represented by network interfaces 26, to facilitate
communication via the various networks (including both
internal and external networks) described herein. Such net-
work interfaces 26 may be inclusive of multiple wireless
interfaces (e.g., WiFi, WiMax, 3G, 4G, white space, 802.11x,
satellite, 60 GHz, Bluetooth, near field communication
(NFC), LTE, GSM/WCDMA/HSPA, CDMAIX/EVDO,
DSRC, GPS, etc.). Other interfaces represented by network
interfaces 26, may include physical ports (e.g., Ethernet,
USB, HDM], etc.), interfaces for wired and wireless internal
subsystems, and the like. Similarly, each of the nodes of
communication system 10 can also include suitable interfaces
for receiving, transmitting, and/or otherwise communicating
data or information in a network environment.

OBU 30 and other associated or integrated components can
include one or more memory elements (e.g., memory element
24) for storing information to be used in achieving operations
associated with the wireless interface selection, seamless
mobility, and enabling vehicular access network control
activities, as outlined herein. These devices may further keep
information in any suitable memory element (e.g., random
access memory (RAM), read only memory (ROM), field pro-
grammable gate array (FPGA), erasable programmable read
only memory (EPROM), electrically erasable programmable
ROM (EEPROM), etc.), software, hardware, or in any other
suitable component, device, element, or object where appro-
priate and based on particular needs. The information being
tracked, sent, received, or stored in communication system 10
could be provided in any database, register, table, cache,
queue, control list, or storage structure, based on particular
needs and implementations, all of which could be referenced
in any suitable timeframe. Any of the memory or storage
options discussed herein should be construed as being
encompassed within the broad term ‘memory element’ as
used herein in this Specification.
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In example embodiments, the operations as outlined herein
may be implemented by logic encoded in one or more tan-
gible media, which may be inclusive of non-transitory media
(e.g., embedded logic provided in an ASIC, digital signal
processor (DSP) instructions, software potentially inclusive
of'object code and source code to be executed by a processor
orother similar machine, etc.). In some of these instances, one
or more memory elements (e.g., memory element 24) can
store data used for the operations described herein. This
includes the memory elements being able to store software,
logic, code, or processor instructions that are executed to
carry out the activities described in this Specification.

Additionally, OBU 30 and associated or integrated com-
ponents may include processing elements 21 (e.g., computing
processor 22, routing processor 23, etc.) that can execute
software or algorithms to perform activities to enable internal
networking, data optimization and dynamic frequency selec-
tion, and to route packets using suitable routing protocols. A
processor can execute any type of instructions associated with
the data to achieve the operations detailed herein in this
Specification. In one example, the processors (as shown in
various FIGURES) could transform an element or an article
(e.g., data) from one state or thing to another state or thing. In
another example, the activities outlined herein may be imple-
mented with fixed logic or programmable logic (e.g., soft-
ware/computer instructions executed by a processor) and the
elements identified herein could be some type of a program-
mable processor, programmable digital logic (e.g., an FPGA,
an EPROM, an EEPROM), or an ASIC that includes digital
logic, software, code, electronic instructions, flash memory,
optical disks, CD-ROMs, DVD ROMs, magnetic or optical
cards, other types of machine-readable mediums suitable for
storing electronic instructions, or any suitable combination
thereof. Any of the potential processing elements, modules,
microprocessors, digital signal processors (DSPs), and other
devices described in this Specification should be construed as
being encompassed within the broad term “processor.’

Regarding a physical implementation of OBU 30 and its
associated components, any suitable permutation may be
applied based on particular needs and requirements, includ-
ing the design of the particular vehicle in which OBU 30 is
implemented. OBU 30 could be a computing device, a simple
processor, a microprocessor, a digital signal processor (DSP),
a router, a proprietary device, an internal server, a switch, a
gateway, or any other suitable element configured to
exchange and/or manage data in a vehicular environment. In
example implementations, various components of OBU 30
may be installed in different physical areas of the vehicle or
may be installed as single unit, with display 28 being posi-
tioned to allow driver access. Other displays may be provided
in suitable locations for access by passengers in particular
passenger seats. In one implementation, multimedia, net-
working, and communication components may be positioned
at some distance from the vehicle engine (e.g., in or near the
rear or trunk area if the engine is in the front area of the
vehicle).

Communication system 10 may be configured to facilitate
communication with machine devices (e.g., vehicle sensors,
instruments, ECUs, embedded devices, actuators, displays,
etc.) through one or more suitable communication interfaces,
for example, for an Internet Protocol (IP) network, Ethernet
network, a user datagram protocol (UDP) network, or any
other suitable protocol or communication architecture
enabling network communication with machine devices in
vehicle 4. Typically, numerous vehicle controllers, with dif-
ferent embedded software, may be found in a single automo-
bile and may communicate with other machine devices. For
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example, vehicle controllers 16a-b may be inclusive of any
embedded system or ECU that controls one or more of the
electrical subsystems in vehicle 4. Sensors 14a-b may repre-
sent wheel and headlight sensors respectively. Actuator 13
may represent a vehicle-setting device such as a seat-posi-
tioning device for adjusting various seat positions (e.g., lon-
gitudinal position relative to the brake and gas pedals, tilt
position, lumbar support, etc.). Actuator 13 and other similar
vehicle setting devices (e.g., temperature controls, sunroof,
door locks, power windows, etc.) may be configured for com-
munication via internal network subsystem 20. Vehicle con-
troller 16¢, representing one or more ECUs, may be suitably
integrated for controlling the network and sensors and other
associated components.

In the particular example shown in FIG. 1, vehicle 4
includes capabilities associated with infotainment system 15
and vehicle diagnostics 19. A navigation system (not shown)
may be provided in various embodiments including, for
example, a portable navigation system or a fixed navigation
system as part of infotainment system 15, each of which may
be configured for Ethernet communication and/or other types
of wired or wireless communication. Wireless links may be
via Bluetooth, Zigbee, IEEE 802.11 WiFi, WiFi Direct, 60
GHz or IEEE 802.15.4 radio, or other wireless interfaces.
Wired links may include Ethernet lines, power lines or tradi-
tional LIN and CAN buses. Other more specific machine
devices, not shown in FIG. 1, may include display panel
instruments, climate controls, interior lights, door locks,
trunk open/shut actuator, hood open/shut actuator, seat heater
and/or cooler, sunroof open/shut actuator, window heater/
defroster/defogger, infotainment system components (e.g.,
speakers, radio, DVD, CD, etc.), vehicle cameras, and the
like.

Turning to FI1G. 2, FIG. 2 illustrates an exemplary network
environment associated with a vehicular access network
(VAN) 100, according to embodiments of the present disclo-
sure. Vehicles 104a-¢ may communicate with each other and
with network clouds 140a-c through various wireless com-
munication links 112a-4, for example, DSRC, WiFi, HSPA,
and LTE-A. In an example embodiment, vehicles 104a-e may
form a vehicular mesh network (VMN). Vehicles 104a, 1044
and 104e may communicate with in-vehicle devices 120a-¢
via wired or wireless links through respective OBUs 130a,
130d and 130e. Vehicles 1044a, 1044 and 104 may perform a
function of a vehicular mobile router (VMR) when they
aggregate end-node traffic from end nodes, for example, in-
vehicle devices 120a-¢. Vehicles 1045 and 104¢ may also
access network clouds 140a, 1405, and 140c¢ via wireless
access network provided by service provider 1 (SP1), WiFi
hotspots, and service provider 2 (SP2), respectively. In an
example embodiment, OBU 1304 may perform functions
associated with a femtocell.

OBUs 130a-e¢ may have interfaces in hub mode, peer
mode, and roadside infrastructure mode for communication
with each other and with remote nodes in network clouds
140a-c. Although it will be apparent that numerous network
connectivity and mobility scenarios are possible, including
more complex and sophisticated arrangements, FIG. 2 pro-
vides an example network environment as a frame of refer-
ence from which the various features of communication sys-
tem 10 can be further described and understood.

Network interface association and access interface asso-
ciation, as used herein, include discovery, authentication if
necessary, and IP address assignment if any. Access interface
association is a process in which an in-vehicle device or a
road-side user device, within a wireless coverage area of
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multiple hub-mode interfaces, selects and associates with one
or more of the interfaces. The hub mode interfaces may
belong to a single OBU or to different OBUs. Furthermore,
they may have the same wireless technology or different
technologies, and they may belong to a single management
domain or to different management domains.

Access interface association is illustrated in FIG. 2. For
ease of description purposes, only some access interface asso-
ciation scenarios are described herein. Other combinations
and associations, not shown or described herein, are possible
according to embodiments of the present disclosure. In-ve-
hicle device 120a of vehicle 1044 has a hub mode interface
associated exclusively with a hub mode interface 1324 of
OBU 1304q. In-vehicle device 1205 of vehicle 1044 has two
interfaces. A first interface of in-vehicle device 1205 is asso-
ciated exclusively with a hub mode interface 13256 of OBU
130a and a second interface of in-vehicle device 1206 is
associated exclusively with an interface 134a (having mul-
tiple interface modes) of OBU 130d. Each of hub mode inter-
faces of in-vehicle devices 120a-¢ may be associated exclu-
sively with a hub mode interface of one of OBUs 1304, 130c,
and 130e, and with multiple hub mode interfaces of the same
or different OBUs.

FIG. 2 also illustrates some network interface association
scenarios. While an OBU interface is in roadside infrastruc-
ture mode or in peer mode, the OBU interface may be under
the coverage area, respectively, of any number of roadside
infrastructure devices or any number of other OBUs and/or
other devices in peer mode. Network interface association is
the process of selecting and associating with one or more of
these interfaces. When an OBU interface is under a coverage
area, the interface is considered available for network con-
nectivity. The roadside infrastructure devices and the other
OBUs and devices may be the same or different wireless
technologies and management domains.

In FIG. 2, both OBU 1304 and 130¢ have an interface in
peer mode where a peer mode interface 1345 of OBU 1304 is
associated exclusively with interface 136 of OBU 130e. Inter-
face 138a of OBU 1305 is associated with network cloud
1405 in roadside infrastructure mode. Interface 1385 of OBU
1305 is associated with network cloud 140q in hub mode. The
interfaces shown on OBUs 130a-e, and in-vehicle devices
120a-e are shown for example purposes, and these OBUs and
devices may each be alternatively configured with more or
less interfaces based on particular component configurations
and/or needs. Moreover, any number of more or less (includ-
ing none) road-side infrastructure devices associated with
network clouds 140a-¢ may have a wireless coverage area
inclusive of a particular OBU interface at any given time and
location.

Access and network interface associations can be further
divided into two subcategories: 1) Single association (1:1)—
one wireless interface associated exclusively with one wire-
less interface, and 2) Multiple associations (1:n)—one wire-
less interface associated with multiple (n) wireless interfaces.
Different interface association possibilities are described in
the table below for an arbitrary interface . In one embodi-
ment, for multiple associations (i.e., 1:n), transmissions from
Ioto I,, ..., I, can be unicast, multicast, or broadcast. In
addition, a list of corresponding wireless interfaces with
which [, can associate may change over time, thereby poten-
tially necessitating association list updates.
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Access Interface

Selection
Hub mode

Network Interface Selection

Road-side infrastructure
mode

Peer mode

1:1 A wireless interface
(I) on an in-vehicle
or roadside user
device is associated
with one wireless
interface (I, in hub
mode) on an on-
board unit. While I,
is only associated
with I}, I, can have
other wireless
devices associated
with it.

1m A wireless interface
(I) on an in-vehicle
or roadside user
device is associated
with n wireless
interfaces (Iy,..., L, in
hub modes) on an
on-board unit or on
multiple on-board
units. Interfaces

I;,..., I, can have other

wireless devices
associated with

A wireless interface (I, in
roadside infrastructure
mode) on an on-board
unit is associated with
one wireless interface on
a roadside infrastructure
(I,). While Iy is only
associated with I;, I, can
have other wireless
devices associated with
it.

A wireless interface (I, in
road-side infrastructure
mode) on an on-board
unit is associated with n
wireless interfaces
(Iy,...,1L,) onaroadside
infrastructure or on
multiple roadside
infrastructures.
Interfaces Iy, ..., I, can
have other wireless
devices associated with
them.

A wireless interface (I, in
peer mode) on an on-
board unit is associated
with one wireless
interface on another on-
board unit or device (I;).
1, is associated only to I,
This is direct peer-to-peer
connection between two
interfaces.

A wireless interface (I in
peer mode) on an on-
board unit is associated
with n wireless interfaces
(I, ..., 1,) on another on-
board unit/device or on
multiple other on-board
units/devices. Interfaces
I;,..., I, can have other
wireless devices
associated with them.
This allows the formation
of a multiply connected
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them. peer network.

According to the embodiment shown in FIG. 2, OBU 1304
may perform a role of a hotspot/femtocell. For example,
vehicle 1044 may be a parked car. Users of the femtocell may
be passengers in vehicle 1044, or others passing by outside
vehicle 1044, including OBUs in other cars. Vehicles 104a,
1045 and 1044 may communicate among each other (through
their respective OBUs 1304, 1305 and 1304) through a VMN.
VMN may leverage existing mechanisms and protocols (e.g.,
ad-hoc network) for communication. Traffic propagation
amongst vehicles 1044, 1045 and 104d (through their respec-
tive OBUs 130a, 1305 and 1304) may be based on measure-
ments of network parameters (e.g., delay, data transfer rate,
etc.).

According to the embodiment illustrated in FIG. 2, OBU
1306 may be an infrastructure access point (IAP) that
accesses a cellular network 140q via a cellular uplink and a
roadside WiFi/hotspot network 1404 via a roadside uplink.
OBU 1305 may access road-side WiFi/hotspot network 1405
on a priority basis relative to cellular network 140a based on
availability. In one example embodiment, if both roadside
access and cellular access are available, OBU 13056 may
preferentially use the roadside access. Additionally, OBUs in
VAN 100 may dynamically allocate a gateway function to the
node (e.g., OBU) with the best uplink channel. By leveraging
vehicular access network 100, fewer cars may be directly
connected to access points (APs), and more cars can be con-
nected to APs from a greater distance. In general, RSUs can
act as access points, but they may be expensive to deploy and
manage. With VMN 100, according to embodiments of the
present disclosure, fewer RSUs may be deployed to achieve
substantial connectivity.

Turning to FIGS. 3A and 3B, FIG. 3A is a simplified block
diagram of VAN 100 illustrating embodiments of the present
disclosure. Resource allocation schemes according to
embodiments of the present disclosure may include: 1)
Hotspot/femtocell, encompassing admission control based
on Quality of Service (QoS) and uplink capacity, power con-
trol and handovers; 2) vehicular mesh network, encompass-
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ing channel selection, mobility and power control; and 3)
infrastructure connectivity, encompassing road-side access
and cellular access. Cellular and roadside access may consti-
tute independent access trees. They may coexist or alternate
according to various factors, including progressive deploy-
ment of roadside infrastructure, traffic classes, capacity utili-
zation, and issues in frequency allocation for coexistence.
In example embodiments, OBUs 130a and 1305 may be
gateways of hotspot area networks 140a-b around the respec-
tive vehicles (not shown). OBUs 130a-d may communicate
with each other via wireless communication links 112a-¢
(e.g., DSRC, WiFi) in an access network scheme. OBUs
130a-d may also communicate with Internet 140c¢ via cellular
access and roadside access. In cellular access, a cellular Infra-
structure Access Point (IAP) 142 may be coupled to an OBU,
for example, OBU 1304, and may be located inside the
respective vehicle. Cellular IAP 142 may access a cellular
wireless network 144 via a wireless link 112e, for example,
HSPA or LTE-A. On the other hand, in a roadside access,
roadside IAP 146, for example, a RSU, may communicate
with an OBU, for example, OBU 130c, via a wireless link
112d, for example, DSRC. In an example embodiment, RSU
may operate on short-range wireless channels, for example,
Femto, Pico, and IEEE 802.11a, b, g, n, ac, and ad. In an
example embodiment, radio resources and power control may
be optimized by cellular IAP 142 and roadside AP 146 to
maximize a capacity of communication system 10.
According to embodiments of the present disclosure,
vehicular access network 100 can minimize delay and maxi-
mize bandwidth for substantially all network connections.
VAN 100 may be configured to handle mobility and multi-
channel operation. Vehicular access network 100 may be
highly structured, and may provide predictable mobility and
traffic pattern. In an example embodiment, vehicular access
network 100 may be designed to encompass a tree topology.
Embodiments of the present disclosure may enable non-
service providers (e.g. car manufacturers, car manufacturer
consortium, dealers, third parties, end users, etc.) to provide
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wireless access services by creating a wireless access net-
work based on OBUs, RSUs, and base stations. Traditionally,
voice services have been provided by wireless service pro-
viders (e.g., AT&T, Verizon, and Sprint). With embodiments
of VAN 100 according to the present disclosure, anyone,
including non-traditional service providers, could potentially
provide voice services to those who want to connect through
OBUs in VAN 100. In addition to voice services other media
rich services (e.g., video streaming, Facebook uploading,
etc.) may be wirelessly accessed through embodiments of
VAN 100.

FIG. 3B is a simplified block diagram of VAN 100 illus-
trating potential details of OBU 130 in accordance with
embodiments of the present disclosure. OBU 130 in vehicle
104 is connected to multiple in-vehicle devices 120a and
1205. OBU 130 is connected to a controller 110 in a network
cloud, such as Internet 140. The connection to controller 110
may be over a cellular access network via a cellular network
144 (illustrated in FIG. 3B as abase station) or over a roadside
access network via roadside IAP 146. OBU 130 may also be
connected to other OBUs (not shown) via ad-hoc networks,
for example, over DSRC wireless links. OBU 130 may com-
prise one or more virtual subscriber identity modules
(VSIMs) 150, a globally unique phone number 152, an asso-
ciation module 154, a configuration module 156, and an
updating module 158. Agents (e.g., humans, mobile devices,
machine devices) may be configured for authentication and
access to a particular vehicle (e.g., vehicle 104). By provi-
sioning one or more unique VSIMs 150 in OBU 130 that are
each associated with an authenticated agent, an agent can
leverage the wireless connectivity options of OBU 130 to
access, for example, other OBUs and the Internet. In an
example embodiment, in-vehicle device 120a may be asso-
ciated with aunique VSIM, which is different from the unique
VSIM associated with in-vehicle device 1205. Users may
also be associated with unique VSIMs. For example, a driver/
owner of vehicle 104a may be associated with multiple
unique VSIMs, which may be different from VSIMs associ-
ated with passengers.

A user may obtain globally unique phone number 152 for
OBU 130 from a wireless access provider or other sources. In
one example implementation, OBU 130 may be associated
with globally unique phone number 152 by a vehicle manu-
facturer or dealer. Association module 154 can associate mul-
tiple devices (e.g. cell phone, OBU, VSIM, etc.) to globally
unique phone number 152. Configuration module 156 can
configure settings of various devices and users to OBU 130.
For example, configuration module 156 may determine (e.g.,
based on active VSIMs) that in-vehicle device 120q is a cell
phone and set configurations for routing calls through OBU
130 to in-vehicle device 120q. In another example embodi-
ment, configuration module 156 may determine that a user
associated with a VSIM provisioned on OBU 130 has logged
into OBU 130. Configuration module 156 may configure
settings to route calls through vehicle 104’s speakers and
microphone (for example, based on the user’s preferences as
determined through an identity profile of the user that is
associated with the user’s unique VSIM). OBU 130 may also
update controller 110 with information on currently available
devices (e.g., which VSIM is active, what devices are con-
nected to OBU 130, etc.). Controller 110 and OBU 130 may
handle mobility events (e.g., switching VSIM from OBU to
cell phone and vice versa) to provide seamless network con-
nectivity.

Embodiments of OBU 30 may have multiple wireless
interfaces (e.g., WiFi interface, 3G/4G interface, etc.) offer-
ing various types of infrastructure access to OBU 130 and

20

30

40

45

50

16

authenticated agents of OBU 130. In one example scenario,
when there are enough cars on the road with OBUs such as
OBU 130, infrastructure access by OBU 130 (and other
OBUs on the road) could be achieved through multi-hop to
roadside IAPs such as roadside IAP 146, over WiFi networks,
for example. In another example scenario, a non-traditional
wireless service provider (e.g., car manufacturer) could offer
in-vehicle connectivity (for example, using a negotiated bulk
rate with traditional wireless service providers such as AT&T,
Verizon, Sprint, etc.).

In an illustrative example, assume that user A has a WiFi
phone (e.g., a phone that cannot connect over 3G networks),
and connects to OBU 130 over a WiFi interface. User Bhas a
smart phone (e.g., phone with capability to connect to 3G and
WiFi networks) and connects to OBU 130 over a WiF1i inter-
face. User C is an authenticated user with a unique VSIM
provisioned on OBU 130 and logs into OBU 130. Users A, B
and C can call anyone (e.g., on landline phones, mobile
phones, etc.) and/or receive calls from anyone through OBU
130 using globally unique phone number 152, and access
global networks (e.g., Internet 140) over VAN 100. VSIMs
associated with the respective devices and users may be pro-
visioned in OBU 130. OBU 130 can associate the VSIMs of
the respective devices and users with globally unique phone
number 152, and facilitate calls over cellular or road-side
access networks irrespective of any limited connectivity or
wireless interfaces of the devices (e.g., limited connectivity of
user A’s WiFi phone over 3G networks). In an example
embodiment, network connections may be possible though
multi-hopping (for example, from OBUs to roadside IAPs).
In another example embodiment, users A, B and C can also
call others through local ad hoc networks via OBUs.

FIG. 4 illustrates a topology of a Radio Access Tree (RAT)
160, mapped into several channels with corresponding cells
162a-d, according to embodiments of the present disclosure.
For example, the channels may be MAC channels. A MAC
channel can provide a data communication protocol sub-
layer, with address and channel access control mechanisms
that make it possible to communicate with a multi-port net-
work. Multiple mobile devices may communicate in a shared
physical media on a MAC channel without experiencing data
packet collisions. Topologically, depth of RAT 160 may be
determined by a number of cells, which, in turn, can deter-
mine a number of hops. The number of hops can be, in
general, smaller than in other car-to-car communications sys-
tems. RAT 160 may be set up and maintained by an IAP, for
example, IAP 170, through a dedicated control channel.

For purposes of describing an example operation, assume
that a total available bandwidth W, in RAT 160 can be arbi-
trarily divided into N channels, through a combination of
frequency and time division multiplexing (FDM and TDM).
Short-range wireless standards may allow FDM through defi-
nition of several channels (e.g., three non-overlapping chan-
nels for IEEE 802.11g/n in the 2.4 GHz band, and 4 data
channels for IEEE 802.11p in the 5.9 GHz band). TDM may
also be possible ifall OBUs have access to a global clock such
as that provided by a Global Positioning System (GPS), or
through a specific clock signal in the IAP’s control channel.
The N channels can be allocated to the cells in RAT 160, so
that each Mobile Cell Gateway (MCG) 180a-d can handle
traffic in its own cell as well as relay traffic from other cells.
In an example embodiment, MCG 180a-d may be OBUs in
mobile vehicles. This may result in a non-uniform channel
allocation scheme, whereby more channels are given to cells
close to IAP 170.

FIG. 4 shows an example mapping of tree topology in RAT
160 into several cells 162a-d on distinct channels in VAN 100,
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according to embodiments of the present disclosure. As used
herein, ‘cell’ refers to a geographic area covered by a channel.
Nodes in a VAN (e.g., mobile devices, user devices, in-ve-
hicle devices, OBUs, VMRs etc.) can share a cell. For
example, in FIG. 4, nodes 164a and 1645 share cell 162a.
MCG 180a may aggregate cell traffic from nodes 164a and
1645 and transmit the traffic to IAP 170. In an example
embodiment, MCGs may be OBUs responsible for routing
cell traffic toward IAP 170. There may be cooperation among
OBU s in different vehicles, where some OBUs may tempo-
rarily take a role of an MCG. Dynamically, an OBU may be
selected to perform the functions of an MCG, for example,
MCG 1805, based on its position, which may be under cov-
erage areas of two adjacent cells. For example, MCG 1805
may be under coverage areas of cell 1625 and 162¢. Traffic
can be relayed through various MCGs until IAP 170 is
reached. For example, MCG 180¢ may route traffic aggre-
gated in cell 162d toward MCG 1805 using a channel allo-
cated to cell 162¢. In a roadside access, IAP 170 may be a
RSU. In an example embodiment, RSU may operate on short-
range wireless channels. In a cellular access, IAP 170 may be
an OBU or a base station. In an example embodiment, the
OBU and/or base station may operate on long and short-range
wireless channels.

A control plane may be used to set up and maintain RAT
160. The control plane may operate with a control channel for
communication between IAP 170 and MCGs 180a-c. The
control channel may be either a dedicated channel or may
consist of in-band signaling in one or more data channels.
OBUs in communication system 10 may scan VAN 100 to
pick up coverage of IAP 170. In an example embodiment,
location information of MCGs may be available at the other
OBUs by means of a GPS device. In another example
embodiment, OBUs in RAT 160 may determine their respec-
tive cells by listening to channel allocation information from
all IAPs and MCGs in RAT 160.

IAP 170 may send a request for an MCG at a nominal
location in RAT 160. The nominal location of MCGs 180a-c¢
may be determined based on a nominal cell size, an initial
value that may be adjusted later depending on various factors,
including road traffic conditions. OBUs within range of IAP
170, for example, OBUs represented by MCGs 180a and
1804, may check the nominal location, and may send a MCG
candidacy message to IAP 170 if they are in a range (e.g.,
vicinity) of the nominal location. IAP 170, in turn, may reply
with a MCG confirmation message to the OBUs closest to the
nominal location, e.g., OBUs represented by MCG 180a and
1804. The new MCGs can relay the control channel informa-
tion to other OBUs so that new MCGs can be elected, until the
maximum number of cells in RAT 160, or coverage from a
different RAT, is reached. Once RAT 160 is set up, IAP 170
may transmit channel allocation through the control chan-
nels. Connectivity through RAT 160 may thus become opera-
tive. In an example embodiment, if connectivity is lost, the
setup process may be started all over.

Vehicular networks using short-range communication may
be characterized by high mobility. Mobility can represent a
challenge both to selection of the network control plane (e.g.,
mobility can cause frequent changes in the configuration of
the MCGs) and to the connectivity plane (e.g., mobility can
force frequent handoffs). Mobility in VAN 100 may be char-
acterized through the following series of events: 1) VMR
handoff; 2) MCG change; and 3) IAP change. VMRs, for
example, represented by node 1644, may switch from a cur-
rent MCG (e.g., MCG 180a) to a new MCG. In an example
embodiment, VMR handoff may be triggered when a vehicle
associated with a VMR represented by node 164a exits its

10

15

20

25

30

35

40

45

50

55

60

65

18

current cell and enters a new cell. In another example embodi-
ment, an MCG in the OBU’s current cell may change, trig-
gering a VMR handoff.

An MCG, for example, MCG 1804, may drop its functions
in favor of a new OBU that becomes the new MCG. In an
example embodiment, such MCG change may occur when a
current MCG, for example, MCG 180a, loses connectivity in
one of'its two adjacent cells, e.g., cell 162a and 1625, and is
not able to relay traffic. An MCG change may trigger a VMR
handoff in all vehicles in the cell.

IAP change may occur when an OBU, for example, OBU
represented by node 164q, leaves RAT 160 and enters a dif-
ferent RAT rooted in a new IAP. This event may or may not
have implications at a network level, depending on a configu-
ration of the network. An IAP cellular handoff may occur
when an AP connection experiences a handoff. It may have
no implications at the radio (e.g., RAT) level but it may have
some implications at a network level. IAP changes may affect
the control plane and cause a large number of simultaneous
VMR handoffs.

According to embodiments of the present disclosure,
MCGs may be located at a cell edge between two cells,
wherein the cell edge is closest to an IAP, for example, IAP
170. Being in the cell edge, MCGs may communicate through
non-overlapping channels allocated to the adjacent cells.
Thus, MCG can collect and relay cell traffic to another MCG
in the next ell en route to IAP 170. Finally, in the central cell,
IAP 170 can collect all traffic. For the downlink, the same
topology and channel allocation scheme may apply (e.g., for
a'TDD scheme such as 802.11 or DSRC). For example, MCG
180a may receive cell traffic on channel i and transmit on
channel i+1 to MCG 1805. An OBU in a vehicle may take a
role of an MCG when it is located near the cell edge, and when
it moves away from cell edge, it may drop the role in favor of
another OBU in another vehicle. Such handover can happen
more frequently in the case of roadside access network, as a
frequency allocation remains geographically fixed with
respect to the [AP (which may be a static RSU). On the other
hand, due to a platoon-like mobility of cars on a highway,
MCGs may be more stable (e.g., with less handovers) for
cellular access. Multiple MCGs may also be possible in a
single cell to balance traffic load in a cell.

Turning to FIG. 5, FIG. 5 illustrates a potential principle of
operation of VAN 100 according to embodiments of the
present disclosure. According to the example embodiment
illustrated in FIG. 5, an access tree size (denoted by Q) may
comprise four cells 162a-d. VMR 166 may aggregate traffic
168a from one or more communication devices, for example,
user devices, mobile devices, in-vehicle devices, etc. and
transmit traffic 168a to MCG 180a in cell 162a. MCG 180a
may aggregate similar traffic 1685 from other VMRs in cell
180a, and relay the aggregated traffic 172a to MCG 1805 in
cell 1625.

MCG 1805 may aggregate cell traffic 168¢ (e.g., traffic
from VMRs) in cell 1624, and relay traffic, including traffic
172a from MCG 180a, and relay the aggregated traffic 1726
to MCG 180c¢ in cell 162¢. MCG 180c¢ may aggregate cell
traffic 1684 and relay traffic, including traffic 1726 from
MCG 18056, and relay the aggregated traffic 172¢ to IAP 170
via acontrol channel in cell 162d. IAP 170 may aggregate cell
traffic 168e in cell 1624 and relay traffic 172¢ and 172d from
MCGs 180c¢ and 1804, respectively. Data traffic density may
increase with each cell proximate IAP 170, with cell 1624
comprising IAP 170 possibly seeing the maximum traffic
density in the illustrated embodiment. IAP 170 can route
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traffic of the entire Q-cluster cells. A number of hops in
connectivity in the exemplary embodiment may be at most
(Q-1y2.

Turning to FIGS. 6A and 6B, FIGS. 6A and 6B illustrate a
potential principle of operation of VAN 100 according to
embodiments of the present disclosure. A cellular system
(e.g., comprising MAC channel cells) may reuse a limited set
of frequency channels, for example, when two transmitters
(e.g., 1APs) are spatially separated. Frequency reuse may
maximize a capacity of RAT 160, for example, by reducing
SINR. The number of channels N in RAT 160 can be a
function of the number of cells of RAT 160 (i.e., Q) and a
frequency reuse factor (F).

The frequency reuse factor F may be defined as the number
of orthogonal channels appropriate for a channel reuse pat-
tern. If the number of orthogonal channels in the frequency
domain is smaller than F, time and frequency multiplexing
may be implemented to arrive at an optimum reuse factor. For
example, in FIGS. 11(a) and (b), F=3. The reuse factor (F) is
determined by a minimum distance an interferer (e.g., a node
whose communication interferes with communication from a
user node) should keep with respect to a user to meet a target
SINR level. F can depend on a target SINR and propagation
conditions expressed through a path loss exponent a.

A frequency reuse cluster 161 according to embodiments
of'the present disclosure can encompass a group of cells, e.g.,
162a, 1625 and 162c¢, using substantially all available chan-
nels. The frequency reuse cluster 161 may repeat uniformly,
creating a pattern. In an example embodiment, a regular reuse
pattern may be imposed to obtain a target SINR for the air
interface. FIG. 6(a) illustrates a scenario where the cell is
two-dimensional (e.g., in an urban area) and total cluster size
(Q) is 21. Cells 162a-c form a frequency reuse cluster, with
F=3. Cell pattern 161 of cells 162a-c is repeated to form RAT
160. FIG. 6(b) illustrates a scenario where the cell is one-
dimensional (e.g., on a highway) and total cluster size (Q) is
9.

In an example embodiment, each IAP 170 in RAT 160 may
attempt to reuse all available frequencies, according to a
predetermined reuse factor F for various reasons, for
example, in order that a minimum reuse factor is satisfied. A
minimum reuse factor may consequently be achieved
between adjacent RATs. Otherwise, the reuse factor between
adjacent RATs may be too low, lowering an SINR below its
target value. In one embodiment, adjacent RATs may coordi-
nate through a service operator, which may coordinate the
corresponding IAPs. In another embodiment, IAP 170 may
reduce the cell size so that a full frequency reuse can take
place within boundaries of RAT 160.

Turning to FIG. 7, FIG. 7 illustrates a simplified diagram to
illustrate SINR calculations for VAN 100 according to
embodiments of the present disclosure. To determine a mini-
mum SINR, a worst-case scenario may be considered. A
device in vehicle 104a at an edge 174a of a cell 162a may
initiate communication with an OBU in a vehicle 1045 (e.g.,
the OBU may function as an MCG). Vehicle 1045 may be
situated at a diametrically opposite edge 1745 of cell 1624, at
a distance 2r from vehicle 104a. A co-channel interferer,
which may be another OBU in vehicle 104¢, may be situated
atanother cell 1625 atadistance (D-2r), where D is a distance
between cell centers. Target SINR (y,) fornode i (e.g., OBU in
vehicle 104q) in such traffic pattern may be lower bounded as
shown by the following mathematical relation:

10

15

25

30

40

45

50

55

60

20
__Pen® PO
nn D)= ——y “N+2PD-27°
N+ 3 Pde
=1

where P is a transmitted power level, N is a background noise
power, N, is the number of interferers and « is a propagation
exponent. In VAN 100, N, may be 2, given that there are two
adjacent cells and users can share a channel by TDM. Inter-
ference from subsequent tiers of interfering cells may be
neglected. Under such approximations, target SINR (y,) for
node i can be expressed by the following mathematical rela-
tion:

@ (F-1p

D) —— =
L T 2

In an example scenario, If P=20 dBm, r=400 m, =3, for
v=20dB (e.g., full 802.11g rate), D/r=13.6 (e.g. D=5440 m),
Interference power 2*Pr=-89 dBm, noise power (for band-
width=20 MHz) may be N=5 dB, and N=-95 dBm. If a=2,
interference power 2*Pr=-54 dBm. Sample values of reuse
factor F for a propagation exponent a=2-4; SINR y=10 dB
(e.g., 802.11g with 12 Mbps); 20 dB (e.g., 802.11g with 54
Mbps) are provided herein:

a Y D/r F
2 10dB 10.9 6
2 20dB 30.2 16
3 10dB 74 4
3 20dB 13.6 7
4 10dB 6.2 4
4 20dB 9.5 5

Since MCG in vehicle 104a is located at the cell edge rather
than the center, to attain a target SINR, a larger reuse distance
D may be appropriate, as compared to a scenario where the
MCG is located at the center of a cell. In addition, because
traffic is relayed wirelessly to IAPs in VAN 100, a large
amount of relay traffic may be present in the network.

Turning to FIG. 8, FIG. 8 illustrates a channel capacity in
cells in RAT 160 according to embodiments of the present
disclosure. Cell capacity is the maximum traffic that can be
reliably transmitted across a cell. Blocks 176 represent net
cell capacity and blocks 178 represent transport capacity.
Transport capacity is a product of traffic and distance from
IAP 170. The cell containing IAP 170 may carry a maximum
traffic, with adjacent cells carrying lesser traffic. Net cell
capacity remains the same for all cells, irrespective of dis-
tance from IAP 170. Total cell capacity is the sum of net cell
capacity and transport capacity. Because transport capacity
varies with distance from IAP 170, total cell capacity
decreases with increasing distance from IAP 170.

For a bandwidth W, allocated to access (i.e., net) traffic
168 in a given cell 162, the average cell capacity, C is calcu-
lated from the equation C=W S, where S_; is the average
spectral efficiency of air interface. To access AP 170, traffic
168 in a cell at a distance [ from IAP 170 flows through I-1
cells. The cell also carries traffic originating in cells at a
distance g>I. For a cell at a distance I from IAP 170, an
amount of relay traffic 172 originating in farther cells that
may be relayed can be calculated from the following math-
ematical equation:
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where T,is the amount of relay traffic (i.e., transport capacity)
172, Q is the cluster size, [ is the distance of the cell from IAP
170 and C is an average capacity of the cell, assuming a
symmetric cluster configuration, with IAP 170 in the middle
of RAT 160. The total capacity for the cell is T,+C. For the cell
containing IAP 170, total traffic, T,=(Q-1)C. Thus, a non-
uniform resource allocation policy may be in place to obtain
a desired capacity in each cell.

Turning to FI1G. 9, FIG. 9 shows a graph 182 of normalized
cluster capacity in cells over cluster size for three different
reuse factors. Line 184 represents a reuse factor of 9, line 186
represents a reuse factor of 5 and line 188 represents a reuse
factor of 3. For each complete frequency usage, capacity for
the entire cluster is given by C,=W;S_; If QzF, C; should
satisfy:

il

2

(-]

CT:QC+2[

1

which includes a capacity for relay traffic originating in other
clusters. Assuming that Q is odd, RAT is symmetric, and Q/F
is an integer number, the corresponding average cell capacity
may be expressed by the following equation:

=1

RAT capacity (C,~QC) can be expressed by the following
mathematical equation:

oCr 1
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RAT capacity for any F may decrease monotonically for
increasing Q until the lower bound (2C/(F+1)) is reached for
Q—c0. Loss in access (i.e., net) capacity due to relay capacity
may be expressed through normalized RAT capacity,
C,"""=C/Cy, which is shown in FIG. 9. Capacity per unit
distance may be obtained by dividing RAT capacity by dis-
tance between IAPs (D, ), which yields the following rela-
tion:
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For Q<F, total cluster capacity may be expressed as:

where the factor multiplying C; is due to the reuse pattern
being shared between different clusters. Thus, each cluster
only has a fraction Q/F of the total capacity. For the RAT

capacity (Co=QC),

Cr  40*

Co=F orvag—1

As shown by graph 182, normalized RAT capacity is maxi-
mum when cluster size and frequency reuse size are the same,
i.e. Q=F. Normalized cluster capacity decreases gradually as
Q increases beyond F, and it is lower-bounded by 2/(F+1).
Therefore, traffic behavior and characteristics in RAT 160
may be unlike in a typical cellular network, where a base
station absorbs traffic from each cell and routes the traffic
through a wired connection. In such a typical cellular system,
which has an IAP in each cell, C,,*”"=1. In contrast, in VAN
100, traffic of each cell may be transported to an IAP (e.g.,
IAP 170) via MCGs or other nodes.

Turning to FIG. 10, FIG. 10 shows an example channel
allocation for RAT 160 according to embodiments of the
present disclosure, in which F=3, Q=9 and number of chan-
nels H=17. Cell 1624, 1625, and 162c¢ represent a frequency
reuse cluster 161. Pattern represented by cells 162a-c may be
repeated in RAT 160. According to FIG. 10, IAP 170 falls in
cell 1626. MCGs 180 may be located at a border between two
cells, for example, cell 162a and cell 1625. Nodes 164 may be
VMRs, or user devices, or mobile devices, or other devices
with connectivity to MCGs in RAT 100. Cell 1625 can use
channel hl to h9, cell 162¢ can use channels h10 to h13, and
cell 162a can use channels h14 to h17 and so on. In the
example channel allocation shown in FIG. 10, MCG 180« is
located at a border of cells 1625 and 162a may operate on
channels h1 to h9 with IAP 170, and on channels h14 to h17
with nodes 164a and 1645 in cell 162a.

Turning to FIG. 11, FIG. 11 shows a graph 202 of capacity
in kbits/s/m over distance between IAP (D,,,) for various
network standards, and data rates. Line 204 represents
802.11p, line 206 represents 802.11g and line 208 represents
802.11n. As shown by graph 202, capacity decreases with
increasing distance between [APs.

RAT 160 may utilize a limited frequency spectrum depend-
ing on the wireless channels it encompasses. To determine
how efficiently the limited frequency spectrum is utilized by
the channel (e.g., MAC channel), a spectral efficiency @efL)
may calculated in bits/s/Hz. Spectral efficiency refers to traf-
fic that can be transmitted over a given bandwidth in a specific
communication system. Spectral efficiency may be a function
of a distance between IAPs (D, ), frequency reuse factor F,
cluster size Q, and average spectral efficiency of air (S,4) as
provided by the following mathematical equation:

o 1 _ 1
L

Sgr =35 By

o T E ] Dpp(F—1y ¥ F+1

TDIAP— Q( 3 ] 3

IAP

Spectral efficiency is inversely proportional to distance
between [APs (D, ) (i.e., larger the distance between 1APs,
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smaller the spectral efficiency). For a fixed distance between
IAPs and a given F, spectral efficiency may decrease slightly
with increasing Q (i.e., larger the cluster size, smaller the
spectral efficiency). In VAN 100, it may not be possible to
increase area spectral efficiency by diminishing cell size
unless the geographical RAT size is reduced accordingly
(e.g., number of cells per cluster is kept constant). The total
capacity perunit area may be limited by a density of IAPs and
can scale accordingly with the IAP density.

Turning to FIGS. 12A-12D, FIGS. 12A-12D show graphs
of capacity (in sessions/km) over distance from IAP (D,,,)
for different frequency standards and applications. FIG. 12A
shows a graph 210 of capacity over distance from IAP for a
VoIP application. Line 212 represents 802.11p, line 214 rep-
resents 802.11g and line 216 represents 802.11n. FIG. 12B
shows a graph 218 of capacity over distance from IAP for a
videoconferencing application. Line 220 represents 802.11p,
line 222 represents 802.11g and line 224 represents 802.11n.
FIG. 12C shows a graph 226 of capacity over distance from
IAP for a Low Definition TV (LDTV) application. Line 228
represents 802.11p, line 230 represents 802.11g and line 232
represents 802.11n. FIG. 12D shows a graph 234 of capacity
over distance from IAP for an IPTV application. Line 236
represents 802.11p, line 238 represents 802.11g and line 240
represents 802.11n. As can be seen from the graphs in FIG.
12, capacity may decrease with increasing D, » irrespective
of the application.

According to embodiments of the present disclosure,
actual SINR in VAN 100 may depend on an exact mobile
position, and propagation conditions. In an example embodi-
ment with adaptive modulation and coding such as 802.11 or
DSRC, a higher SINR may be obtained by using more spec-
trally efficient transmission modes. In such a scenario, power
control can maximize the capacity of RAT 160. Power con-
trol, in addition to frequency reuse, may be implemented to
reduce interference. Power control may minimize interfer-
ence to co-channel cells and compensate for channel fading.
Minimum power usage may result in better channel capacity
in co-channel cells and reduced link margins, which may, in
turn, result in more aggressive channel reuse.

Power control techniques may be adapted to a moving
environment, for example, tracking channel variation caused
by mobility, propagation, and mobile nodes entering or leav-
ing channel. In an example embodiment, power control tech-
niques may include at least two methods: 1) iterative algo-
rithm to maintain SINR; and 2) game theoretic approach,
wherein utility can be maximized by link capacity and a cost
function of the transmitted power. In both cases, information
available at the mobile node (e.g., SINR measurement) may
be sufficient for the respective algorithms to converge.

An iterative algorithm, for example, an adaptive Power
Control (PC) algorithm like Foschini-Miljanic (F-M) algo-
rithm, may use time-varying signal quality to obtain a desired
power allocation that: 1) satisfies QoS factors, such as SINR,
or average link capacity (C); and 2) minimizes transmitted
power as also interference to co-channel links. Wireless chan-
nels, in general, may cause time dispersion (frequency
domain channel variation), which can be addressed through
air interface design according to other embodiments of the
present disclosure. F-M algorithm may beused to converge to
a target SINR based on local observations. A target SINR for
node q (SINR_) may be defined by the following mathemati-
cal equation:
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G,
SINR, + i
I
N+ 2 piGi
=

where each node j has variable power p;, G,; denotes a gain
from transmitter i (for example, MCG 180) to receiver j (for
example, IAP 170), and N is a background noise power.
Channel gain G;; depends in general on time, distance, posi-
tion, and propagation conditions of the mobile nodes (e.g.,
OBUs).

According to embodiments of the present disclosure, adap-
tive systems with several transmission nodes may have dif-
ferent data rates depending on the target SINR. In an example
embodiment, a constant ratio of data rate to channel inversion
may be implemented. For example, more power may be used
when a channel is bad. In such scenarios, an instantaneous
data rate may be equal to an average data rate. This may result
in slow PC (e.g., average data rate achieved with high delay),
which may compensate for path loss and shadow fading.

Alternatively, waterfilling algorithms may be used, for
example, more power may be used when channel conditions
are better. Waterfilling algorithms may maximize average
data rate, but may result in high variability in instantaneous
data rates. It may support a multi-version, multi-user diver-
sity. Such techniques may result in fast PC (e.g., average data
rate achieved with low delay), which can compensate for
small-scale fading. However, it may be difficult to implement
forrandom access-based scheduling, and may be more appro-
priate for deterministic scheduling. Generally, such algo-
rithms may use channel state information, and can adapt to
sudden changes in interference level from handoffs.

If a system-wide target SINR is denoted by y,, a pareto
optimal solution to power vector P (P=[p,, . . . p,]%) may be
obtained from the following equation:

(I-F)P=u

where P>0, wherein > stands for component-wise inequality,
and L is the total number of nodes in the network. u is a matrix
given by:

(7TN

NAT
AN A
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where N stands for noise variance. Matrix [ is an identity
matrix, and matrix F is defined as:

0 ifi=j

11y
Li

if i)

i

Matrix F is assumed to be irreducible and all its elements are
non-negative. The pareto-optimal solution, which may imple-
ment iterative algorithms to converge, is given by:

Pr=(I-F)"'u

According to embodiments of the present disclosure, tech-
niques for power control may be distributed or centralized. In
a centralized power control technique, a base station or access
point may determine power level of nodes (e.g., mobile
devices, OBUs, etc.) in a corresponding network. Nodes in
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the network may have access to global information (e.g., all
SINRs) and the method may be flexible (e.g., weighted power
control may also be used).

In another embodiment, according to a distributed tech-
nique, nodes (e.g., mobile devices, OBUs, etc.) may self-
adjust transmitted power. A distributed technique may be
suitable for distributed systems, where access to local infor-
mation (e.g., local SINR) may be used. However, in a distrib-
uted technique, convergence and tracking can be problematic.

For example, in a centralized approach, in matrix form,
power vector P may be updated for the (k+1)” iteration from
the following mathematical equation:

P+ 1)=F (P +u(k)

In a distributed approach, power vector P may be updated for
each iteration k for node q by updating individual power
components from the following mathematical equation:

palk+1) = *)

rr
SINR, () P

Turning to FIG. 13, FIG. 13 illustrates example operational
steps of a method 250 associated with power control calcu-
lations for VAN 100 according to embodiments of the present
disclosure. Method 250 starts in step 252. In step 254, stored
SINR for a node is retrieved. In step 256, an updated SINR is
calculated. If the updated SINR is not equal to the stored
SINR as determined in step 258, calculated SINR is stored in
step 260. Otherwise, power for the next node is computed by
looping to step 262. Individual power components for the
node are calculated in step 264 based on the formula for a
distributed approach. If calculations for all nodes are not
completed, as determined in step 262, the process loops back
to step 254. Otherwise, the process terminates in step 266.

Turning to FIGS. 14A and 14B, FIGS. 14A and 14B show
graphs of transmitted power over iteration number using an
iterative algorithm for various nodes in VAN 100 in static and
mobility scenarios, respectively, according to embodiments
of'the present disclosure. As shown by graph 270 in FIG. 14A,
convergence may be obtained in around 5 iterations in the
static scenario. However, convergence may be more difficult
in a mobile scenario as shown by graph 272 in FIG. 14B.

Turning to FIGS. 15A and 15B, FIGS. 15A and 15B show
graphs of SINR over iteration number using an iterative algo-
rithm for various nodes in VAN 100 in static and mobility
scenarios, respectively, according to embodiments of the
present disclosure. As shown by graph 274 in FIG. 15A,
convergence may be obtained in around 4 iterations in the
static scenario. However, convergence may be more difficult
in a mobile scenario as shown by graph 276 in FIG. 15B but
can be reasonably obtained in around 5 iterations.

Turning to FIG. 16, FIG. 16 illustrates example operational
steps of a method 270 associated with power control calcu-
lations for VAN 100 according to embodiments of the present
disclosure. According to embodiments of the present disclo-
sure, a utility based algorithm may also be implanted using a
utility function, which may have a positive rate-dependent
term and a negative power dependent term:

[ log{l +

PqGqr

|~ <pg)
N+ 3 piGy K
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where each node has variable power p,,, G,; denotes a channel
gain from transmitter i to receiver j, N stands for noise vari-
ance, and ¢ is a cost factor, which may be a function of power.
Each node j in RAT 160 may maximize utility independently
by adjusting transmitted power p; Convergence may be
obtained to a Nash equilibrium if certain properties are satis-
fied. No actual rate may be guaranteed by the algorithm, and
MCGs may adapt rate according to global cost parameters.
The algorithm may use local SINR measurements and global
cost to converge to a solution.

In FIG. 16, method 280 starts in step 282. In step 284, a
node q is selected randomly. In step 286, a value I, from
Identity matrix I is updated to I,* for the k™ iteration. If
k,=k "orl =l *as determined in step 288, a power compo-
nent is updated for node q, in step 290 as:

Py k", 1)
where p,* may be a pareto-optimal power level for node q.
Otherwise, the method proceeds to step 294. A utility func-
tion may be maximized for node q in step 292. If calculations
for all nodes are not completed, as determined in step 294, the
process loops back to step 284. Otherwise, the process termi-
nates in step 296.

Turning to FIGS. 17A and 17B, FIGS. 17A and 17B show
graphs of transmitted power over iteration number using a
utility algorithm for various nodes in VAN 100 in static and
mobility scenarios, respectively, according to embodiments
of'the present disclosure. As shown by graph 298 in FIG. 17A,
convergence may be obtained in around 5-6 iterations in the
static scenario. However, convergence may be more difficult
in a mobile scenario as shown by graph 300 in FIG. 17B.

Turning to FIGS. 18A and 18B, FIGS. 18A and 18B show
graphs of SINR over iteration number using an iterative algo-
rithm for various nodes in VAN 100 in static and mobility
scenarios, respectively, according to embodiments of the
present disclosure. As shown by graph 302 in FIG. 18A,
convergence may be obtained in around 4-5 iterations in the
static scenario. However, convergence may be more difficult
in a mobile scenario as shown by graph 304 in FIG. 18B.

Turning to FIG. 19, FIG. 19 illustrates example operational
steps associated with a method 310 for integrated perfor-
mance evaluation according to embodiments of the present
disclosure. Method 310 starts with evaluating a scenario in
step 312. The scenario includes various elements (e.g., con-
nectivity architecture, channel allocation, mobility model and
power control) that characterize the system under analysis.
The scenario may be updated based on mobility propagation
cell, channel, etc. in step 314. Power may be updated in step
316. Rates may be calculated in step 318. The process may
loop back to step 312 based on calculated power and rate.
Statistics of various measurements, for example, power, sig-
nal-to-noise ratio, and mobility patterns of the involved
vehicles, may be calculated in step 320. Solution elements
can include connectivity architecture, channel allocation,
mobility model and power control. Environment modeling
may include propagation, mobility model, and traffic and
usage density.

According to embodiments of the present disclosure,
deployment of VAN 100 may be managed (e.g., with network
planning), or self-organized (e.g., facilitating out of the box
deployment). The table below reports on a number of con-
nections and a degree of service coverage attainable for dif-
ferent deployment scenarios. Considering an initial penetra-
tion of up to 25% and a busy hour service demand of 25%,
bold numbers indicate that the number of connections pro-
vided may be satisfactory for specified penetration rates and
service demand. Notation a/b/c refers to 802.11 n/g/p, respec-



US 9,225,782 B2

27

tively. Upper row in each cell represents D, =1 km, and
lower row represents D, ,=10 km.

Road-Type
8-lane
8-lane 8-lane highway, 2-lane rural

highway, highway, light road, light

congested full traffic traffic
vehicles/km 800 160 50 13
VOIP calls (232 100/69/46  100/100/100 100/100/100  100/100/100
kbps, two-way) 16/6/4 83/34/23 100/100/74  100/100/100
Videoconfer- 17/7/4 89/36/24 100/100/78  100/100/100
encing calls (320 1/0/0 8/3/1 28/10/6 100/38/23
kbps, two-way)
Low definition 35/14/9 100/74/49  100/100/100  100/100/100
TV (320 kbps, 3/1/0 17/6/4 56/22/14 100/84/53
downlink)
IPTV (2 Mbps, 5/2/1.3 26/10/6 86/34/22 100/100/84
downlink) 0/0/0 2/0/0 8/2/2 30/7/7

Turning to FIGS. 20A and 20B, FIGS. 20A and 20B illus-
trate example scenarios of VAN 100 according to embodi-
ments of the present disclosure. FIG. 20A illustrates a high-
way scenario with vehicles 104 on highway 322 and FIG. 20B
illustrates an urban scenario with vehicles 104 on streets 324.
In both scenarios, a car density can range from low (e.g., on
highways) to extremely high (e.g., in urban areas). While the
low-density scenario may affect an efficient formation of
VAN 100, the high-density scenario may demand an efficient
management of the frequency spectrum through power con-
trol, frequency reuse, and admission control.

A highway scenario may be characterized by a fairly stable
network topology, dynamic [APs, passenger type users, very
low to high density of vehicles and predictable mobility.
Thus, a platoon model may be implemented on highways 322.
Vehicles 104 may move somewhat in unison, for example,
like a platoon, along highways 322 (e.g., they may move with
similar speeds along the same direction). Relatively few
vehicles may join or leave the platoon. Perturbations in
vehicle speed may be small and random. A Nagel-Schreck-
enberg (NS) model may be used to characterize network
connectivity on highways.

The NS model is a theoretical model for simulation of
traffic on a highway. The NS model predicts roadway traffic,
in particular concerning traffic density and traffic flow using
algorithms (for example, stochastic traffic cellular automata
(STCA) algorithms). Four factors may be considered in simu-
lating traffic in the NS model: 1) acceleration/braking of
vehicles; 2) randomization; 3) movement of vehicles; and 4)
entry of new vehicles and exit of existing vehicles.

Cooperative schemes may be implemented to exploit a
broadcast nature of wireless through network coding and
cognitive radio. Components of the highway scenario may
include mobility of vehicles in clusters, leveraging different
implementations of GPS according to vehicle locations, as
well as the topography of the highway and deployment of
RSUs and other IAPs. A cluster of vehicles 104 may travel at
high speed (say 65 miles/hour) but the relative velocities of
vehicles in the cluster may be much smaller. Self-organiza-
tion of the cluster and the efficient management of handovers
may be implemented. Self-organization may lie at one
extreme of a range between a centralized and distributed
communication system 10.

Turning to FIGS. 21A-21C, FIGS. 21A-21C illustrate fre-
quency channel allocation in a highway and urban scenarios.
As explained previously herein, frequency reuse may be
implemented in RAT 160, including on a highway. Geo-
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graphic RAT distribution may be linear (e.g., corresponding
to a highway topology), as illustrated in FIG. 21A. Cells 162
may be arranged in a linear pattern along highway 322, with
frequency reuse implemented. For example, in FIG. 21A, a
frequency reuse size of 3 is shown.

On the other hand, an urban scenario may be characterized
by dynamic network topology, passing by-type and residen-
tial indoor-type users, medium to high density (e.g., parked
cars), and static or unpredictable mobility. Very low vehicle
density can affect the establishment of VAN 100. This can be
a problem during early deployment of connected vehicles,
and can possibly be overcome by cooperation between car
manufacturers, by arranging an interoperability standard, or
by establishing a MWSP consortium, or by other means. In
urban environments, a platoon model with higher rate of
vehicles joining or leaving the platoon coupled with speed
perturbation may apply. In urban areas, the RAT architecture
may be dense grids (e.g., cells 162 centered at each corner), as
shown in FI1G. 21B arranged along streets 324, or sparse grids,
which is a combination of linear and grid, with cells 162
arranged linearly and perpendicularly along corresponding
streets 324, as shown in FIG. 21C. Architecture may be based
on frequency reuse F factor, channel allocation, and spectral
efficiency for a given IAP density.

Turning to FIG. 22, FIG. 22 illustrates an example cellular
access for VAN 100 according to embodiments of the present
disclosure. According to the embodiment shown in FIG. 22, a
cellular access may be enabled by a subset of users (e.g.,
OBUs, VMRs, etc.) with cellular access to base station 330
through wireless communication links such as HSPA, and
LTE-A. Traffic may be aggregated for cost purposes (e.g.,
cost reduction through reduced number of cellular cards and
flat rate subscriptions). To establish RAT 160, a cellular-
enabled OBU in a vehicle may scan the environment and, if
unable to pick up coverage of an existing RAT, may become
anew IAP 170q. This procedure may use a random back-off
mechanism to prevent several OBUs, for example, OBUs
represented by VMR 166, from becoming IAPs simulta-
neously. The newly created IAP 1704 may establish a control
channel and proceed with creating RAT 160 as described
herein. One or more OBUs in RAT 160 may function as
MCGs, for example, MCG 180.

Turning to FIG. 23, FIG. 23 is a simplified diagram of a
potential principle of operation of a cellular access in VAN
100 according to embodiments of the present disclosure.
Cellular coverage 162a and 1625 may be ubiquitous, so
OBUs with IAP role (e.g., IAP 170) may be substantially
under coverage. One or more OBUs in RAT 160 may function
as MCGs, for example, MCG 180. One or more OBUs may
also function as VMRs, for example, VMR 166. In a cellular
access, amobile IAP (e.g., OBU functioning as IAP 170) may
be provided with uplink to the cellular system (e.g., a network
comprising a base station). Thus, IAP 170 can move with the
vehicle to which it is coupled. Consequently, RAT 160 may
travel with cellular IAP 170. Handofts may be determined by
driver behavior (e.g., in a mobility model). A number of VMR
handoffs may be low when a mobility pattern of the vehicles
is stable.

The cellular link connecting IAP 170 to a cellular infra-
structure (e.g., base station 330) may become the bottleneck
for VAN capacity. In order to fully exploit the capacity of the
cellular access network, each IAP 170 may supply an uplink/
downlink cellular bandwidth of up to 85 Mbps, which can be
hard to attain under current or future cellular systems such as
HSPA or LTE-A. In one embodiment, the network architec-
ture may be streamlined by designating an IAP per cell, thus
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eliminating relay traffic, and increasing capacity at the
expense of a higher IAP density.

Turning to FIG. 24, FIG. 24 illustrates a cellular access
according to embodiments of the present disclosure. Vehicles
104a-¢ may form a platoon in RAT 160. An OBU 1304 in
vehicle 104a may perform functions of IAP 170. IAP 170
may move with the platoon. As vehicle 104a moves from a
coverage area of one base station to another, IAP connection
may perform a seamless cellular handoff to the new base
station. In addition, OBU in vehicle 1044 may drop its role as
an IAP (e.g., when vehicle 104a exits a highway) and OBU in
another vehicle, say, vehicle 1045, may become a new IAP.
OBU s in other vehicles, for example, vehicle 104¢ may per-
form functions of an MCG based on its location in the platoon
(e.g., MCG may be located at a cell edge). Channel allocation
may be dynamic, and may follow IAP 170. Cellular structure
may be determined in real time, depending on the platoon’s
mobility, mobility events and other factors.

Turning to FIG. 25, FIG. 25 illustrates a simplified block
diagram of example mobility events in cellular access in VAN
100 according to embodiments of the present disclosure. For
ease of description, certain blocks have been grouped
together. In one embodiment, a mobility event may occur as a
VMR handoff 340. VMR handoff 340 can happen for
example, when VMR 166 changes cells and enters a new cell
with a new channel, as indicated in block 342. When VMR
166 enters a new cell, AP 170 may remain unchanged (e.g.,
when the new cell is part of the same RAT 160), as indicated
in block 344. Alternatively, VMR 166 may enter a new RAT,
with a new AP, thus effecting a change on a network level, as
indicated in block 346. In cellular access, frequency of VMR
handover 340 occurring may be high in urban areas and may
be occasional on highways.

In another embodiment according to the present disclo-
sure, VMR handoff 340 can be caused when a vehicle coupled
to MCG 180 moves away from a cell edge, and an OBU in
another vehicle enters the cell edge and takes on functions of
an MCG, as indicated in block 348. In such a scenario, an
operating channel of the MCG may remain the same. IAP 170
for MCG 180 may remain unchanged, as indicated in block
350. Therefore, any change in connectivity may be confined
to the RAT level.

In another embodiment according to the present disclo-
sure, a mobility event may occur when IAP 170 ‘passes the
ball’ according to block 352. The mobility event may be
caused when a vehicle associated with IAP 170 exits a des-
ignated region, for example, a highway, as indicated in block
354. This may result in a RAT-level handoff of all VMRs in
RAT 160, as indicated in block 356. Such mobility events
according to block 352 may be frequent in an urban environ-
ment and occasional on a highway.

Inyetanother embodiment according to the present disclo-
sure, a mobility event may occur with IAP cellular handoff
358, caused by, for example, IAP 170 moving from a cover-
age area of one base station to another, as indicated in block
360. An implication may be at a network level, with handoff
ofall VMRs in RAT 160, as indicated in block 362. In cellular
access, such IAP cellular handoff 358 may be occasional, in
both urban and highway environments.

Turning to FIG. 26, FIG. 26 illustrates an example roadside
access for VAN 100 according to embodiments of the present
disclosure. In roadside access, an RSU, for example RSU
146, may perform functions of IAP 170. A planning phase
may be performed before RSUs are deployed as IAPs. During
the planning phase, frequency reuse can be optimized accord-
ing to a desired RSU distance (i.e., D, »). Several road traffic
densities may also be considered, as frequency planning and
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nominal MCG positions may change accordingly. After
deployment, IAP 170 can transmit both MCG nominal loca-
tion and channel allocation through the control channel, and
establish RAT 160 as described herein in connection with
FIG. 4. In roadside access, VMR handoft may be high,
because IAP 170 is static, hence the area occupied by each
cell is also static, triggering possibly frequent MCG changes
as vehicles with OBUs move. Nevertheless, VMR handoff
problems in roadside access can be minimized using proper
frequency planning.

Roadside access may be implemented by ferry, infostation
and/or relay models. In a ferry model, an MCG, for example,
MCG 180a may store traffic from other OBUs, for example,
VMR 1664, and may transmit the traffic to IAP 170 when
MCG 180aq enters the IAP’s coverage area. In an infostation
model, OBUs, for example, VMR 1665, can connect to the
network in a vicinity of RSUs (or infostations) like IAP 170,
which are geographically distributed throughout the area of
network coverage. However, outside the coverage area of IAP
170, network connectivity may be lost. Ferry and infostation
models may reduce relay capacity, and may increase cluster
capacity. In a relay model, OBUs, for example, VMR 166¢
and 1664, may transmit traffic to an MCG, for example, MCG
180c, in a coverage area of AP 170. MCG 18054 can relay the
traffic to IAP 170. Other MCGs 180d-¢ may implement one of
ferry, relay, or infostation models to transmit cell traffic to
TAP 170.

Turning to FIG. 27, FIG. 27 is a simplified diagram of a
potential principle of operation of a roadside access model
according to embodiments of the present disclosure. A road-
side model may have bounded delay. In one embodiment,
coverage areas 162a-c of IAPs 170a-c (for example, RSUs
146a-c), may not be ubiquitous (for example, when RSUs
146a-c operate on short range wireless channels), so MCG
function of OBUs 130a-¢ may change frequently among
vehicles. Outside the coverage areas, for example coverage
area 162a, OBUs may not have network connectivity to IAP
170. However, they may cooperatively communicate with
each other in RAT 160, possibly dynamically designating one
of'the OBUs as an MCG, and relaying traffic to IAP 170q via
the designated MCG.

Turning to FIG. 28 illustrates an example roadside access
according to embodiments of the present disclosure. Vehicles
104a-¢ may be part of RAT 160 established by IAP 170,
which may be a RSU, for example, RSU 146. IAP coverage
162 is static, as RSU 146 is static, unlike potential embodi-
ments using cellular access. An OBU in vehicle 104a may
perform functions of an MCG based on its location in RAT
160 (e.g., MCG may be located at a cell edge). Channel
allocation may be static and cellular structure may be deter-
mined (e.g., as managed or self-organized) at deployment
phase. As vehicle 104a moves from one cell to another, it may
‘pass the ball” to another OBU, for example, OBU in vehicle
1045, which may become the new MCG. In addition, as
vehicle 1044 enters RAT 160, a VMR handoff event may be
triggered. Because the cell edge is static, and vehicles 104a-e
are moving, such mobility events may be frequent in roadside
access.

Turning to FIG. 29, FIG. 29 illustrates a simplified block
diagram of example mobility events in cellular access in VAN
100 according to embodiments of the present disclosure. For
ease of description, certain blocks have been grouped
together. In one embodiment, a mobility event may occur as a
VMR handoff372. A cause for VMR handoff 372 may be, for
example, when a vehicle associated with VMR 166 changes
cell and enters a new cell with a new channel as shown in
block 374. An implication from this event may be at a RAT
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level, as IAP 170 remains unchanged, indicated in block 376.
Frequency of VMR handoft 342 may change based on cell
size, vehicle speeds, etc. For example, VMR changing cells
may occur at a frequency of 0.1H/s for a vehicle travelling at
100 km/h in a cell size spanning 300 m as indicated in block
378. Alternatively, an implication from VMR changing cells
may be at a network level when MCG enters a new RAT 160
with a different IAP as indicated in block 380. Frequency of
the foregoing events may change with RAT size. For example,
for RAT size of 7, frequency of a handoff to a different IAP
may be 0.015 H/s, as indicated in block 382.

In an example embodiment, VMR handoff 372 may occur
when a new MCG is designated in the same channel, as
indicated in block 384. An implication for this event may be
at a RAT level, as IAP 170 remains unchanged, indicated in
block 386. Frequency of this scenario may depend on the
extent of cell overlap. The larger the overlap, the smaller the
number of handoffs. In another example embodiment, a
mobility event may occur when MCG 180 ‘passes the ball’ as
indicated in block 388, caused, for example, when MCG 180
exits a cell overlap region, as indicated in block 390. An
implication for this may be at a RAT level, with handoft of all
VMRs in the applicable cell, as indicated in block 392. Fre-
quency of MCG passing the ball may depend on the cell
overlap.

Turning to FIGS. 30A and 30B, FIGS. 30A and 30B are
simplified diagrams showing a principle of operation accord-
ing to embodiments of the present disclosure. MCG 180 may
operate on two cells simultaneously when cells 162¢ and
1625 overlap in RAT 160. If cells do not overlap, as illustrated
in FIG. 30A, ‘pass the ball’ events may be frequent. For ease
of description, and not as a limitation, assume that cells 162a
and 1625 belong to IAPs 170a and 1705, respectively. As
MCG 180 moves from cell 1624 to cell 1625, it may execute
an MCG handoff to the nearest OBU, for example, an OBU
performing functions of VMR 166. Because cell locations are
static, and MCGs are mobile, such handovers may be frequent
in this scenario.

With cell overlap, as illustrated in FIG. 30B, number of
‘pass the ball’ events can be reduced to zero. Assume that cells
162a and 1625 are associated with IAPs 170a and 1705,
respectively. As MCG 180 enters an edge 154 of overlap area
360, it may execute a MCG handoff from IAP 170a to IAP
1705. Nevertheless, it can ‘keep the ball’ and continue to
perform functions of MCG associated with IAP 170a.

In an example, when traffic load is low, a goal of commu-
nication system 10 may be to guarantee connectivity to all
OBUSs. Therefore, substantial cell overlap may facilitate that
a MCG is available in a desired coverage area for all cells. On
the other hand, in high traffic conditions, reduced cell overlap
may increase capacity allowing a reduction of the reuse fac-
tor. Increasing the reuse factor can allow increase in a maxi-
mum distance from the desired user to the MCG. This can be
used to overlap cell coverage areas, creating larger areas
where the MCG can communicate on both cells, which, in
turn, reduces the frequency of MCG changes. Unfortunately,
reducing the frequency of MCG changes can come at an
expense of decreasing capacity; therefore, a tradeoff may be
reached between implementation complexity and perfor-
mance. In roadside access, results indicate that for an inten-
sive (yet not prohibitive) deployment of one RSU every few
kilometers it may be possible to serve even very busy high-
ways with high vehicle mobility.

Turning to FIG. 31, FIG. 31 shows a principle of operation
according to embodiments of the present disclosure. For a
given target SINR (v,), and distance (D) between centers of
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cells 162a and 162¢, cell size of cell 1624 (indicated by cell
radius r) may be determined from the following mathematical
equation:

D
yr= ————
227 +2

where a is the propagation exponent. Frequency reuse size F
may be determined to be:

r=l3]

For overlapping cells, a frequency reuse size F' is calculated
from the following relation, using the smaller radius r', cor-
responding to a larger target SINR (for cells 1624 and 162¢):

D
F =[55]

Turning to FIG. 32, FIG. 32 is a graph 410 showing nomi-
nal RAT capacity over delay tolerance (measured in seconds)
according to embodiments of the present disclosure. Line 412
is plotted for Q=F=9, and a cell size of 400 m. As delay
tolerance increases, normalized RAT capacity may increase.
Around a delay tolerance of 115 seconds, normalized RAT
capacity may tend to . A roadside access may be suitable for
delay insensitive traffic because although delay is predictable
in relation to speed, network connectivity may fail due to
various reasons (e.g., congestion). Example models for delay
characteristics and traffic type for various roadside access
models are listed in the table below.

Traffic type Max Delay Model
streaming/VoD ~2 min Ferry/infostation
IPTV ~2's Relay
Conferencing ~150 ms Relay
Gaming ~50 ms Relay

Turning to FIGS. 33-35, FIGS. 33-35 show results from
various simulations associated with embodiments of the
present disclosure. VAN 100 may implement RAT topology
for connectivity between vehicles, cellular access and road-
side access. RAT 160 may be rooted at IAP 170 spanning
multiple cells. MCGs can collect traffic of each cell; however,
channel allocation may be non-uniform. VAN 100 may sup-
port services ranging from VoIP to standard quality video and
conferencing. It may accommodate variable IAP density for
different road types. Using theoretical principles disclosed
herein for various embodiments according to the present dis-
closure, simulations were conducted for a highway vehicular
environment. A wireless medium was statistically character-
ized by a deterministic, distance-dependent path loss compo-
nent (with path loss exponent a=3), correlated lognormal
shadowing, and un-correlated fast fading. A cellular automata
model was used to model vehicular mobility, which may
represent an example mobility pattern of vehicles on a high-
way.

The model may represent a platoon-like mobility pattern
with small perturbations in vehicle speed representing accel-
eration and braking patterns. The following assumptions
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were used in the model: i) a vehicle may accelerate only up to
its maximum allowable speed or speed of a preceding vehicle;
i) deceleration may be random with a probability p; iii)
vehicles may randomly enter or exit with probability p,; iv)
sensitivity of the air interface for different transmission
modes corresponds to a Cisco Aironet® product line; (v)
fading margin is zero; (vi) efficiency of carrier sense multiple
access (CSMA) medium access contention is at 60% (i.e.,
40% of channel bandwidth was assumed lost due to conten-
tion, regardless of a number of users); and (vii) each user
obtains an equal share of channel access, which is divided
among all users in a given cell.

The example embodiment was evaluated with IEEE
802.11p, g, and n air interfaces in the 5.9/2.4 GHz band,
respectively. For 802.11p, four 10 MHz channels were used,
while three 20 MHz channels were assumed for 802.11g/n.
Each channel was conveniently slotted in regular TDM inter-
vals to satisfy the channel reuse scheme described herein.
Additional simulation parameters are listed herein:

Parameter Value
Target SINR vy, 10dB
Max Transmission power 20 dBm
Frequency reuse I 7
RAT size Q 7

FIG. 33 shows a histogram 420 of access capacity (C) of
each cell in the network, obtained as a sum of access capaci-
ties of active mobile links for IEEE 802.11g according to
simulations associated with embodiments of the present dis-
closure. Variability in cell capacity in FIG. 33 may be caused
by mobile positions and channel propagation conditions used
in the simulations. The average capacity is 3.72 Mbps—IEEE
802.11p yields 1.56 Mbps, while IEEE 802.11n yields 9.13
Mbps.

FIG. 34 shows a graph 430 of capacity per road unit dis-
tance for IEEE 802.11n/g/p according to simulations associ-
ated with embodiments of the present disclosure. Line 432
corresponds to IEEE 802.11n, line 434 corresponds to
802.11g and line 436 corresponds to 802.11p. As shown by
graph 430, capacity decreases with increasing D, , ». Based on
simulation results for cell capacity, and properly scaling cells
according to the distance between access points (D;,5), a
capacity per road unit distance as shown in the FIGURE may
be calculated. It may be noted that a capacity of 20/9/3.5
Mbps/km is possible for IEEE 802.11n/g/p, respectively,
when placing an IAP every three kilometers, which may be a
reasonable density for major highways. It will be appreciated
that simulation results depend on various assumptions,
including those made in the characterization of the wireless
channel. Increasing D, further may also yield reasonable
capacity values for secondary roads. With these values, it may
be possible to cover, to a large extent, interactive communi-
cations needs for even high density of users in congested
highways.

FIG. 35 shows a graph 440 of temporal evolution of SINR
of'all MCGs for a power control scheme according to simu-
lations associated with embodiments of the present disclo-
sure. Power control algorithms may be effective to maintain a
target SINR, for example, a target SINR of 10 dB. Spikes in
the plot correspond to handovers, when MCGs change cells
and/or access a new channel with a nominal (maximum)
power level. It may be noted that the algorithm is able to
stabilize transmitted power values in a scenario with high
mobility and frequent handovers.
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Communication system 10 as described herein may disrupt
wireless landscapes by greatly expanding possibilities for
new types of networks. A massive growth of voice and wire-
less demand can follow deployment of OBUs. Expanded
services, including quality video streaming, video conferenc-
ing, and multiple individual sessions within the same vehicle
(e.g., a passenger watches a movie while another passenger
plays a video game) may be possible due to various features
of OBUs, including high processing power, improved anten-
nas, battery capacity, and distributed infrastructure support.
In addition, according to embodiments of the present disclo-
sure, VANs can add new infrastructure possibilities that may
substantially expand wireless capacity. For example, a third
party, such as car manufacturers, or WSPs or RSU operators,
may provide network access credentials including globally
unique phone number 152 to OBUs inside respective
vehicles. OBUs may associate unique VSIMs (e.g., VSIM
150) to globally unique phone number 152. OBUs may estab-
lish a network connection with an appropriate network using
the network access credentials provided by the third party.

Car manufacturers, as owners of OBUs, may exploit their
long-term customer relationship with car owners to offer
wireless services as a feature in their vehicle fleets. RSUs may
be owned and operated by toll highway operators, govern-
ment agencies, or licensees. Finally, cellular wireless service
providers may embrace the new infrastructure to offload data
traffic from their already congested networks. Thus, embodi-
ments of the present disclosure can provide unprecedented
vehicular access capacity through a planned usage of the
wireless spectrum.

Potential for such access capacity may be fully leveraged
by a large degree of cooperation among all users of the unli-
censed spectrum. For example, a car manufacturer may
increase market share by bundling its car with an attractive
package of wireless services that could be a market differen-
tiator. Instead of deploying/acquiring its own cellular net-
work, the car manufacturer may negotiate an agreement with
existing WSPs. To get access to RSUs, the car manufacturer
may also cooperate with highway operators or government
agencies managing RSU infrastructure.

Moreover, a critical fraction of the vehicular fleet may be
equipped with suitable OBUs to reach a density that makes
VAN according to the embodiments described herein fea-
sible. Hence, the car manufacturer, despite its desire for dif-
ferentiation, may cooperate with other car manufacturers to
develop appropriate standards for suitable OBUs. Such coop-
eration among these varied entities may be in a form of a
global consortium or multiple alliances. Additional compel-
ling reasons for a consortium include increased negotiating
power with WSPs and RSU operators, and facilitation of
interoperability standards.

In certain implementations and numerous examples pro-
vided herein, vehicle 10 is described with reference to an
automobile. Communication system 10, however, is not lim-
ited to automobiles, but can be applied to a myriad of other
types of vehicles (e.g., airplanes, boats, trains, etc.). It will be
appreciated that the broad teachings disclosed herein are
intended to include any type of vehicle used to move from one
location to another location, including vehicles that are not
designed to transport humans.

In one example implementation, the on-board unit (OBU)
(e.g., OBUs 30, 130a-¢) is a network element that facilitates
or otherwise helps coordinate mobility events, network con-
nectivity, and the transmission of data packets (e.g., for
mobile devices, for machine devices, for nodes, for end users,
or for a network such as those illustrated in the FIGURES
herein) associated with a vehicular network environment. As
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used herein, the term ‘network element’ is meant to encom-
pass computers, network appliances, servers, routers,
switches, gateways, bridges, loadbalancers, firewalls, proces-
sors, modules, or any other suitable device, component, ele-
ment, or object operable to exchange information in a net-
work environment. Moreover, the network elements may
include any suitable hardware, software, components, mod-
ules, interfaces, or objects that facilitate the operations
thereof. This may be inclusive of appropriate algorithms and
communication protocols that allow for the effective
exchange of data or information.

In example implementations, at least some portions of the
enabling mobile wireless service from a vehicle in a vehicular
network environment activities outlined herein may be imple-
mented in software in, for example, the OBU. In some
embodiments, one or more of these features may be imple-
mented in hardware, provided external to these elements, or
consolidated in any appropriate manner to achieve the
intended functionality. The OBU may include software (or
reciprocating software) that can coordinate in order to
achieve the operations, as outlined herein. In still other
embodiments, one or both of these elements may include any
suitable algorithms, hardware, software, components, mod-
ules, interfaces, or objects that facilitate the operations
thereof. Furthermore, OBUs described and shown herein may
also include suitable interfaces for receiving, transmitting,
and/or otherwise communicating data or information in a
network environment. Additionally, some of the processors
and memory elements associated with the various network
elements may be removed, or otherwise consolidated such
that a single processor and a single memory location are
responsible for certain activities. In a general sense, the
arrangements depicted in the FIGURES may be more logical
in their representations, whereas a physical architecture may
include various permutations, combinations, and/or hybrids
of these elements.

It is imperative to note that, because of the inherent prop-
erties of the technologies being leveraged by the present
disclosure, the terms ‘node’, ‘network element’, ‘OBU’, and
‘controller’ are broad and, therefore, inclusive of many of the
equipment examples discussed herein (e.g., a router, a wire-
less mobile device, a gateway, etc.). Such expansive breadth is
afforded to this terminology due to the flexibility of the pre-
sented architectures (e.g., components can be readily
exchanged for alternatives). Moreover, countless possible
design configurations can be used to achieve the operational
objectives outlined here. Accordingly, the associated infra-
structure has a myriad of substitute arrangements, design
choices, device possibilities, hardware configurations, soft-
ware implementations, equipment options, etc. In addition,
the terms ‘node’, ‘network element’, ‘OBU”’, and ‘controller’
share overlapping definitions as used herein in this Specifi-
cation, where particular scenarios and environments may
require these elements to be extended to specific device pro-
visioning that is atypical. At least in a general sense, these
terms are interchangeable due to the limitless schemes in
which they can be deployed.

Note that with the numerous examples provided herein,
interaction may be described in terms of two, three, four, or
more network elements. However, this has been done for
purposes of clarity and example only. It should be appreciated
that the system can be consolidated in any suitable manner.
Along similar design alternatives, any of the illustrated com-
puters, modules, components, and elements of the FIGURES
may be combined in various possible configurations, all of
which are clearly within the broad scope of this Specification.
Incertain cases, it may be easier to describe one or more of the
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functionalities of a given set of flows by only referencing a
limited number of network elements. It should be appreciated
that communication system 10 of the FIGURES and its teach-
ings are readily scalable and can accommodate a large num-
ber of components, as well as more complicated/sophisti-
cated arrangements and configurations. Accordingly, the
examples provided should not limit the scope or inhibit the
broad teachings of communication system 10 as potentially
applied to a myriad of other architectures.

It is also important to note that the operations and steps
described with reference to the preceding FIGURES illustrate
only some of the possible scenarios that may be executed by,
or within, the system. Some of these operations may be
deleted or removed where appropriate, or these steps may be
modified or changed considerably without departing from the
scope of the discussed concepts. In addition, the timing of
these operations may be altered considerably and still achieve
the results taught in this disclosure. The preceding opera-
tional flows have been offered for purposes of example and
discussion. Substantial flexibility is provided by the system in
that any suitable arrangements, chronologies, configurations,
and timing mechanisms may be provided without departing
from the teachings of the discussed concepts.

Although the present disclosure has been described in
detail with reference to particular arrangements and configu-
rations, these example configurations and arrangements may
be changed significantly without departing from the scope of
the present disclosure. For example, although the present
disclosure has been described with reference to particular
communication exchanges involving certain network access
and protocols, communication system 10 may be applicable
to other exchanges or routing protocols in which packets are
exchanged in order to provide mobility data, connectivity
parameters, access management, etc.

Moreover, although communication system 10 has been
illustrated with reference to particular elements and opera-
tions that facilitate the communication process, these ele-
ments and operations may be replaced by any suitable archi-
tecture or process that achieves the intended functionality of
communication system 10. Numerous other changes, substi-
tutions, variations, alterations, and modifications may be
ascertained to one skilled in the art and it is intended that the
present disclosure encompass all such changes, substitutions,
variations, alterations, and modifications as falling within the
scope of the appended claims. In order to assist the United
States Patent and Trademark Office (USPTO) and, addition-
ally, any readers of any patent issued on this application in
interpreting the claims appended hereto, Applicant wishes to
note that the Applicant: (a) does not intend any of the
appended claims to invoke paragraph six (6) of 35 U.S.C.
section 112 as it exists on the date of the filing hereof unless
the words “means for” or “step for” are specifically used in
the particular claims; and (b) does not intend, by any state-
ment in the specification, to limit this disclosure in any way
that is not otherwise reflected in the appended claims.

What is claimed is:

1. A method, comprising:

scanning a vehicular access network (VAN), which facili-

tates a communication involving an on-board unit
(OBU) of a respective vehicle, for coverage associated
with an infrastructure access point (IAP); and
receiving channel allocation information from the IAP,
wherein the channel allocation information comprises at
least one request for a mobile cell gateway (MCG).

2. The method of claim 1, wherein the channel allocation
information comprises at least one request for the MCG at a
nominal location in the RAT.
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3. The method of claim 1, wherein the IAP operates on a
control channel in a radio access tree (RAT) comprising a
plurality of cells.

4. The method of claim 3, further comprising:

performing, by the OBU, functions of the IAP; and

establishing the control channel in the RAT if the coverage
cannot be identified.

5. The method of claim 1, wherein the IAP is a roadside unit
(RSU) operating on at least one short-range wireless channel.

6. The method of claim 1, further comprising:

sending a candidacy message to the IAP to become a new

mobile cell gateway (MCG).

7. The method of claim 1, wherein the OBU is configured
to cooperate with another OBU such that the OBUs can
self-organize as an ad hoc mobile network, with an ability to
communicate with each other.

8. The method of claim 1, wherein the OBU is configured
to facilitate wireless communication as a WiFi hotspot involv-
ing other vehicles.

9. The method of claim 1, further comprising:

locating a vehicular mobile router (VMR) in a cell that

aggregates end-node traffic from end nodes; and
transmitting the end-node traffic to a particular MCG.

10. The method of claim 1, wherein the OBU performs
functions of a femtocell.

11. The method of claim 1, wherein the OBU {facilitates
registering of a hotspot/femtocell to a network via a remote or
virtual Subscriber Identity Module (SIM).

12. The method of claim 1, wherein the communication
comprises maximizing a capacity of a RAT by implementing
a frequency reuse method.

13. The method of claim 1, wherein the communication
comprises:

implementing an iterative power control algorithm to

facilitate video streaming.

14. The method of claim 1, further comprising:

retrieving a stored signal-to-interference plus noise ratio

(SINR);

calculating an updated SINR for a node;

storing the updated SINR; and

calculating an individual power component for the node.
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15. The method of claim 1, wherein the communication
comprises:

implementing a utility power control algorithm.

16. The method of claim 1, further comprising:

randomly selecting a node;

updating a power level for the node; and

maximizing a utility function corresponding to the power

level for the node.

17. The method of claim 1, further comprising:

receiving a network access credential comprising a glo-

bally unique phone; and

establishing a network connection with the VAN using the

network access credential.

18. Logic encoded in non-transitory media that includes
code for execution and when executed by a processor is
operable to perform operations comprising:

scanning a vehicular access network (VAN), which facili-

tates a communication involving an on-board unit
(OBU) of a respective vehicle, for coverage associated
with an infrastructure access point (IAP); and
receiving channel allocation information from the IAP,
wherein the channel allocation information comprises at
least one request for a mobile cell gateway (MCG).

19. An on-board unit (OBU) of a respective vehicle, com-
prising:

a memory element configured to store data;

a network interface; and

a computing processor operable to execute instructions

associated with the data, wherein the network interface,

computing processor, and the memory element cooper-

ate such that the OBU is configured to:

scan a vehicular access network (VAN), which facili-
tates a communication involving the on-board unit
(OBU) of the respective vehicle, for coverage associ-
ated with an access point (IAP); and

receive channel allocation information from the IAP,
wherein the channel allocation information com-
prises at least one request for a mobile cell gateway
(MCG).

20. The OBU of claim 19, further comprising:

a vehicle diagnostics element; and

a navigation system, wherein the OBU is configured to

interface with the vehicle diagnostics element and the
navigation system.
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